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Independence and linearization

Independence and linearization

o Classical probability

o classical independence
o linearization formula for the logarithm of the Fourier transform

logF iy, = logFy, +logF,

@ Free probability

o free independence
e linearization formula for the R-transform of Voiculescu

RNIHZ = thl + R,uz
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Independence and linearization

Noncommutative independence

There are different notions of noncommutative independence:
@ axiomatic theory

o freeness (Voiculescu)
o boolean independence (Bozejko, Speicher, Woroudi)
e monotone independence (Muraki)

@ generalizations

o conditional freeness (Bozejko, Speicher, Leinert)
o conditionally monotone independence (Hasebe)

o related to subordination

o freeness with subordination (R.L.)
o orthogonal independence (R.L.)
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Independence and linearization

Convolutions and transforms

Additive convolutions
o with a linearization formula for the associated transform

o free uy FH 2
e boolean 1 w o
o c-free (u1,v1) H (u2,2)
@ with no linearization formula for the associated transform
@ monotone 1 > o

o s-free pq [H 2
e orthogonal uy - o
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Product state

Matricial freeness and strong matricial freeness

We propose two closely related notions of independence
@ matricial freeness
@ strong matricial freeness
Strong matricial freeness
o leads to unification of noncommutative independence
o is related to subordination in free probability
Matricial freeness

@ is related to random matrices
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Product state

Array of subalgebras

Array of subalgebras

Let (A, ) be a *-noncommutative probability space and let (A, ;)
be a two-dimensional array of *-subalgebras of A such that

@ each A;; has an internal unit 1;; which is a projection and for
which it holds that

lijaij = aijlij = aij

for any a;j € .A,"J'
@ the unital algebra generated by all internal units, called the
algebra of units and denoted Z, is commutative.
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Product state

Array of states

Array of states

Let ¢ be a distinguished state on 4. The state ; is called a
conjugate state if it is defined in terms of ¢ as

pj(a) = p(bjabj)

where b; € A;; n Kerg. We assume from now on that we have a
two-dimensional array of subalgebras and states of the form

(901,1 901,2>:<80 802>

$2,1 P22 Y1 ¥

i.e. the diagonal states agree with ¢ and the off-diagonal states are
conjugate states.
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Product state

Sets of indices

Sets of indices
Let us introduce subsets of ({1,2} x {1,2})™ of the form

I_m = {((Ila i2)a (i2’i3)7 sy (im7 im+1)) : il * i2 T 000 55 Im}

where m e N and let -
M= U i
m=1

be the corresponding union.
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Product state

Strongly matricially free array of units

Strongly matricially free array of units

We say that (1;;) is a strongly matricially free array of units
associated with (A; ) and (y; ;) if for any diagonal state ¢ it holds
that

Q o(uawm) = p(ur)p(a)p(up) for any ae A and uy, up € Z,
Q (1) = 6;j for any i, j,
Q if ap e A j, nKeryj j ., where 1 < k < m, then

N _{ wlaax...an) (1, 1), (imiJjm)) €T
p(aliyjaz... am) = { 0 otherwise

where a € A is arbitrary and (i1,/1) # .. # (im,Jm)-
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Product state

Strong matricial freeness

Strong matricial freeness

We say that *-subalgebras (.A; ;) are strongly matricially free with
respect to (¢ ;) if

@ the array (1;;) is a strongly matricially free array of units

@ it holds that

p(aiar...ap) =0 whenever ay € A; j n Kery; j,

ik Jk

where (i1, j1) # ... # (inyjn)-
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Product state

Shape of array determines independence

Shape of array determines independence

Under suitable assumptions on considered states, strong matricial
freeness gives a correspondence between different shapes of
matrices and different types of independence

@ square arrays — freeness
lower-triangular arrays — monotone independence
diagonal arrays — boolean independence

°
°
@ anti-upper-triangular arrays — freeness with subordination
°

one-column arrays — orthogonal independence
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Fock spaces

Strongly matricially free Fock space

Strongly matricially free Fock space

By the strongly matricially free Fock space over the array of Hilbert
spaces (H; ;) we understand the Hilbert space direct sum

o
N=Co@® @ HIIRHIE®..@HD:
m=1 ij#...#im

i gooon nmeN

where Q is a unit vector, with the canonical inner product.

Properties:
@ freeness : neighboring indices are different
@ matriciality : neighboring pairs are matricially related

@ diagonal subordination : last pair is diagonal
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Fock spaces

Summands

If (#;;) is a two-dimensional square array and consists of
one-dimensional Hilbert spaces #;; = Ce; j, the first few
summands are of the form

NO = cQ

N = Ce1,1 ®@Cep

N® = CeZ@CefDC(e12® ) ®Cler1 Dery)

NGO = CePfoCe; ®Cler1 ®ePT) DCler2 ® e53)
@C(eé?f Re1)® C(e% ® e22)
PCle12®e1®e1)PC(er1 ®er2® e ),

etc.
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Fock spaces

Creation and annihilation operators

Creation and annihilation operators

Let NV be the strongly matricially free Fock space over the array
(Hij) = (Ceij) and let

T:./V’—>.7:(€|—>/H,',j)

i7.j

be the associated embedding. By the strongly matricially free
creation operators we understand operators of the form

Ei,j = a;,jT*f(e,‘,j)T

where «;; > 0, and the strongly matricially free annihilation
operators are their adjoints.
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Fock spaces

Action of creation operators

Non-trivial action of the creation operators

0112 = aizen;
020 = azpern
51,16%7 = a1 £n+1)
(22655 = e énﬂ)
€12e22 = 012 6‘12®€22)
52,161,1 = ai(e1®er %)
L1k @ M) = arile ?““ 1)
51,2(6‘%(@6%7) = 041,2(9® 5@5)
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Fock spaces

Canonical example

Strongly matricially free array of *-algebras

If A,‘J = a/g(E;J,EfJ), where ﬁ?‘,jﬁi’j = Ct,g,jl,‘,j, then the array (.A,'J)
is strongly matricially free with respect to (¢;;), where the diagonal
states agree with the vacuum states and the off-diagonal states are

conjugate states ¢; defined by vectors e; ;, where j € {1,2}.

If we denote Fj; = F(Cegj;), then
@ the unit 1;; is the projection onto Fj; for j € {1,2}
© the unit 1; 5 is the projection onto N © Fi 1
© the unit 15 is the projection onto N & F»»
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Convolution

Strongly matricially free convolution

Strongly matricially free convolution

Let (a; ;) be a two-dimensional array of strongly matricially free
random variables with the corresponding array of distributions (1; ;)
in the states (¢; ;). The o-distribution of the sum

A= Z aj j denoted iy wij
i7j

will be called the strongly matricially free convolution of (u; ;).
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Convolution

Addition of rows gives binary convolutions

Addition of rows gives binary convolutions

If the variables are row-identically distributed, the strongly
matricially free convolution gives the following binary convolutions

o if the array is square, then B ju;j = p1 B po

if the array is lower-triangular, then B juij = p1 = po

if the array is diagonal, then B juij = 1 w po

if the array is upper-anti-triangular, then & jp;j = p1 [B p2

if the array is a column, then B ju;j = p1 — po
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Toeplitz operators

Toeplitz operators in free probability

Toeplitz operators in free probability

Voiculescu used Toeplitz operators to prove the linearization
formula for the R-transform. A new proof was given by Haagerup
who used the adjoints

a=/0+f({7) and b=/{+ g(¢3)

where /1, 0> are free creation operators on the full Fock space
F(H) over a two-dimensional Hilbert space with orthonormal basis
{e1, &2} and where f, g are polynomials.
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Toeplitz operators

Strongly matricially free Toeplitz operators

Strongly matricially free Toeplitz operators

Let (¢; ;) be the array of strongly matricially free creation operators
on N and let f; ; be a polynomial for any (i, /) € J. Operators of
the form

ajj = Lij + fij(€F)) (4.2)

where (i,j) € J and the constant term of f;; is the internal unit 1; ;
multiplied by a complex number, will be called strongly matricially
free Toeplitz operators .
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Toeplitz operators

Vacuum state and conjugate states

Vacuum state and conjugate states

We will need the distributions of Toeplitz operators in the array of
states (¢; ;) defined by unit vectors (£2;;), where

Qj,j =Q and Q,',j = €jj for i # Jj,

which replace the single vacuum vector in the free case.

Proposition

The R-transform of the distribution p;; of the operator a;; in the
state ;; is given by

Rij(z) = fij(of;2),

where (i, ) € J and the constant term of f; ; is a complex number.
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Toeplitz operators

Lemma 1

Consider the vector

p(z) = (1—zL)71Q, where L= Zﬂi,j
i

where |z| < (3, ; i j|#)7L. The sum A = 2.ij aij of strongly
matricially free Toeplitz operators satisfies the equation

Ap(z) = ) + Z fij(aijz)1ijp(2)

where 0 < |z < (3, laij|?)™!
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Toeplitz operators

Lemma 2

Lemma 2

Let ¢ be the state associated with the vacuum vector 2. Then
there exists € such that

-1
1
z=¢ (Z + ) Rij(2)155 — A>
i

whenever 0 < |z| < e.
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Toeplitz operators

Noncommutative distribution of a € A

Definition

The collection of mixed moments of the form

o(bp,abp, ... b aby,,), where b, € Z for 1< k< mand meN

c¥Nm—1

will be called the distribution of a in the state .
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Toeplitz operators

Analog of the Cauchy transform

Let A be a Banach algebra with a subalgebra Z and let be Z be
invertible with || b=1 ||<|| a ||~! then the inverse of b — a exists and

takes the form
o0

(b—a)'=> blab )

n=0

which converges in the norm topology. This leads to the operatorial
analog of the Cauchy transform of the form

Ga(b) = >, p (b N (ab™h)"),

due to continuity of ¢, which plays the role of the Cauchy
transform of the b-distribution of A in the state .
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Toeplitz operators

Operatorial R-transform

Operatorial R-transform

Let 1 denote the distribution of a € A in the state . If there exists
an Z-valued power series of the form

o0
Ra(z) = 2 cnz"
n=1

where ¢, € Z for all n€ N and z € C, which is convergent in the
norm topology for sufficiently small |z|, and for which it holds that

Ga C + Ra(z)) =z

whenever |z| is sufficiently small and positive, it will be called an
operatorial R-transform of the distribution p .
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Toeplitz operators

Necessary and sufficient conditions

Lemma

An Z-valued power series R(z) = Y. | c,z™ ! converging in the
norm topology in a neighborhood of zero is an operatorial
R-transform of the ¢-distribution of A if and only if

Z Z @(bpy Abp, . . . by, Abp ) =0

k=1ni+...4+ng=m—k

for all m > 2, where we assume that ny, ..., n, are non-negative

integers and where the series B(z) = > b,z""1 is the

multiplicative inverse of C(z) = 1/z + R(z).
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Toeplitz operators

Matricial R-transform

Matricial R-transform

Let A€ A be the sum of random variables (a; ;) in a unital complex
C*-algebra A which are strongly matricially free with respect to
(vij) and let 7 be its unital C*-subalgebra generated by the
internal units. If an Z-valued operatorial R-transform R 4 of the
-distribution of A takes the form

RA(Z) = ZRi’j(Z) = Z R;J(Z)l,"j
ij i

where R;; is the R-transform of 1 j, the distribution of a; ; in the
state ; ;, it will be called a matricial R-transform of the
noncommutative distribution of A in .
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Existence

Existence theorem

Existence theorem

If (ajj) is an array of random variables from a unital complex
C*-algebra A which is strongly matricially free with respect to
(vij) and (R;;) is the corresponding array of R-transforms, then

Ra(z) = Y Rij(2),
ij

whe.re A=>}aijand R;j(z) = R;j(z)1; for any (i,j) € J, with
sufficiently small |z|, is an operatorial R-transform of the
distribution of A in .
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Existence

Special cases

If the array is square and row-identically distributed, then the
matricial R-transform associated with G4 takes the form

Ra(z) = Ry (2)1a + Ry (2)1a

and can be identfied with the scalar-valued R-transform of u1 H uo.
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Existence

Special cases

Boolean
If the array is diagonal, then the matricial R-transform associated
with G4 takes the form

Ra(z) = Ry (2)111 + Ry (2)122

which linearizes the extended boolean convolution.
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Existence

Special cases

Monotone
If the array is lower-triangular and row-identically distributed, then
the matricial R-transform associated with G4 takes the form

Ra(2) = Rus(2)111 + R (2)14

which linearizes the extended monotone convolution. )
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Existence

Special cases

c-free

In the general case we can write the matricial R-transform
associated with G4 as

Ra(z) = Y. Qij(2),
iJ

where Q; i(z) = Q;j(z)q;, for any i,j and (g; ;) is an array of
orthogonal projections defined in terms of (1;;), with (Q; ;) being
the array of R-transforms of free convolutions

prEHp2 prHEHve
v riHEHy

where H11 = M1, H22 = M2, H1,2 = V1 and H21 = V2.
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Uniqueness

Projections P;

Projections P;

Introduce canonical projections
Pi : N — N(j), where € {1,2},

where

0
NH=B B HIOHIP®..@HS™,

11,12 12,13
m=L1iy#.. .#iy 1#j

and H; y = Ce;j for any i, k.
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Uniqueness

Lemma

Let R be the matricial R-transform and let A; = P;AP; for
Jj€{1,2}. Then

Ga; <i + RA,-(Z)> =z

for small |z| > 0, where QAJ. is the Cauchy transform associated
with the distribution of A; in the conjugate state ¢; and
Ra; = RaP;j.
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Uniqueness

Matricial formulation

We can write the results for all states in the array form. For that
purpose, we introduce the array of transforms and the associated
variables, namely

{94 Ga, N[ A A
(giJ)_ < gAl gA ) and (A’J)_ ( Al A )7

and we consider their distributions in the array of states (y; ;).
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Uniqueness

Matricial formulation

Matricial formulation

With the above notations, it holds that

Gij (i + RA(Z)) =z

for small |z| > 0 and /,j € {1,2}.

Romuald Lenczewski Matricial R-transform



Uniqueness

Uniqueness theorem

Uniqueness theorem

There exists a unique operatorial R-transform associated with the
array (G; ) of the form

Ra(z) = Y, Tif(2)
ij

where 7; j(z) = T; j(z)1;; for any (i,j) € J and each T;(z) is a
power series converging in some neighborhood of zero
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Partitioned colored cumulants

Consider the coloring o of blocks of m € N'C,;, by numbers from the
set {1,2} which leads to a colored partition (7, ) with blocks

B(m,0) = {(m1,0),(m2,0),..., (7, 0)}.

Then assign to each block (7, o)

Q the free cumulant r; j if 7, is colored by i and its nearest outer
block is colored by j

@ the free cumulant r;; if 7, is a covering block colored by j

Writing r(my, o) = ri j(nk), where ny is the cardinality of 7, define
rlm, o] = r(m,o)r(m,0)...r(m,,0),
called the partitioned colored cumulant associated with (7, o).
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Example of a partitioned cumulant

First, label each block with a number from the set {1, 2}.
Then compute the partitioned colored cumulant as follows.

- f[ﬂvU] =Tkl krk,ir1
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Lemma

Let A be the sum of strongly matricially free random variables
(aij). If pis the @—distribution of the sum of A and p; j is the
pj j—distribution of a; j, then

Mum)= Y nlr.o]

(m,0)ENCE,

where the summation extends over all admissible colorings, i.e.
compatible with the strongly matricially free product.

Romuald Lenczewski Matricial R-transform



Partitioned colored cumulants

1 2 1
2
2 2 1
1 1
| el nim
rlm,ol = narny  rlx,0'] = rsyno r[¢,0"] = narari,
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All addmissible colorings

All adimissible colorings

If we collect all admissible colorings for the considered partitions,
we obtain the sums of partitioned colored cumulants over all
admissible colorings:

rlr] = nalni+ri)+rne +np),

rix] = ni(ni+ri1)?+rna(ns + o)
2 2 2

rl¢] = rnilni+n1) +niniris

2 2 >
+r30(ro+ o)+ nanarng
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Free case

Free case

If weset rip =r1=r and rni=ry=r (row-identically
distributed square array), we obtain

rlr] = 2 +2nn+r3
rlx] = R+ 3r12r2 + 3r1r2~2 .

rl¢] = 43 +2rr2 +3n + 13,

—

which is the contribution from partitions 7, x and ( to the
moments of w7 FH uo.
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Monotone case

Monotone case

If we set 1 =ro=r, ni=rn and =0 (row-identically
distributed lower-triangular array), we obtain

rlr] = RB+nn+r,
rlx] = rf + r12r2 + r1r22 + r23,
rl¢] = rf + 2r13r2 + r12r22 + rf,

which gives the contribution from 7, ¥ and ¢ to the moments of
H1 = p2.
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Moments

Moments

The lowest order moments of A are expressed in terms of free
cumulants of the measures p; ; as follows:

M,(1) = ni(1)+ rna(1),

Mu(2) = ni(2)+ra22) + (na(l) + ra(1)?

M.3) = rni(3) 3) +2(r1,1(2) + r22(2))(r1,1(1) + r22(1))
+ (2) +r2,1(1)) + r2,2(2)(r22(1) + r1,2(1))
+ (n, 1(1) +nr 2(1))3.

If the array is square and row-identically distributed, these moments
agree with the moments of p1 F uo.

If that array is lower-triangular and row-identically distributed,
these moments agree with those of uy = po.
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