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Streszczenie

Punktem wyjécia naszych rozwazan jest przestrzeii R dla d = 1,2, ... z metryka euklidesows,
indukowang przez norme | - | i miara Lebesgue’a dz. Niech v bedzie niezerowa, symetryczna
miarg Lévy’ego, czyli miara borelowska, ktéra spelnia warunki

v(R?) #£0, /Rd(l Alz?)dv(z) < oo oraz v(A) = v(—A)

dla dowolnego zbioru borelowskiego A C RY. Przyjmujemy réwniez, ze v({0}) = 0. Tytulowy
operator nielokalny dziata na funkcjach u: R? — R i wyraza sic nastepujacym wzorem:

Lu(e) = lm [ (u(2) - ulz +y)) dv(y). (L)

e—0t |y‘>5

Powyzsze wyrazenie jest dobrze okreslone dla wszystkich € R? na przyklad, gdy funkcja u
jest dwukrotnie rézniczkowalna w sposéb ciagly i ma zwarty no$nik. Operator L nazywamy
nielokalnym, gdyz jego warto$¢ w punkcie z zawsze zalezy od wartosci funkcji v poza pewnym
otoczeniem z. Dla poréwnania, operatory lokalne obliczamy na podstawie wartosci funkcji
na dowolnie matym otoczeniu punktu z, tak jak ma to miejsce dla klasycznych operatoréw
rozniczkowania, na przyktad dla laplasjanu A.

Definiowanie operatora bez precyzyjnego okreslenia jego dziedziny moze by¢ uznane za non-
szalancje, jednak w tej rozprawie nie korzystamy z wynikéw teorii operatoréw i wzér punktowy
okazuje sie dla nas w zupelnoéci wystarczajacy. Sam operator stuzy nam przede wszystkim jako
wygodny spos6b przedstawienia rozwazanych zagadnien.

Operatory nielokalne pojawiaja sie w wielu dziatach matematyki. Szczegdlnie wazny jest dla
nas ich zwiazek z teoria proceséw Lévy’ego, z ktérej czerpiemy bardzo wiele metod i inspiracji.
Polaczenie to najlepiej wida¢ w znanym twierdzeniu o reprezentacji (zob. Sato [139, twierdze-
nie 31.5]), ktére méwi, ze dla dostatecznie regularnych funkcji u, operator —L pokrywa sig
z generatorem pewnego czysto skokowego procesu Lévy’ego (X;), a intensywnos$é skokéw tego
procesu jest opisana miara v. Dla poréwnania przypomnijmy, ze generatorem ruchu Browna
jest operator lokalny %A. Skokowe procesy Lévy’ego odgrywaja istotng role w modelowaniu nie-
ktérych losowych zjawisk, ktére sg zbyt nieregularne, by mozna byto je opisa¢ ruchem Browna.
W szczegblnosei znalazly one zastosowanie w finansach, zob. Cont i Tankov [46], w genetyce
i teorii ewolucji, zob. [14, 110] oraz w réznych dzialach fizyki, zob. Barndorff-Nielsen i inni [11].

Wiele fizycznych modeli niezwiazanych z procesami losowymi réwniez stosuje operatory
nielokalne, zob. np. [48, 117, 144]. Jest to jeden z motoréw napedowych bardzo dynamicznie
rozwijajacej sie teorii nielokalnych réownan réziniczkowych. Ze wzgledu na réznicowo-catkows
postaé¢ operatora L, nazwa ta moze budzi¢ pewne kontrowersje i zapewne bezpieczniej jest
moéwié po prostu o réwnaniach nielokalnych.

Bodaj najbardziej znanym przyktadem operatora nielokalnego jest ufamkowy laplasjan, dany
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dla « € (0,2) nastepujacym wzorem:

. - + )
—A)*2y(z) = Cyq lim u(z) —u(z
( ) ( ) d, 0+ Jjy|>e ]y\‘”o‘

dy, (FL)

przy czym

o = 72| (—a/2)|
Lo 20T ((d+ ) /2)

Po ustaleniu odpowiedniej klasy funkeji u, mozna pokazaé, ze operator zadany wzorem (FL) w is-
tocie pokrywa sie z potega operatora —A. Szczegdly mozna znalezé np. w artykule Kwadnic-
kiego [109] o réwnowaznych definicjach utamkowego laplasjanu. Spotyka sie réwniez notacje
A2 ktérg nalezy rozumieé¢ jako —(—A)*/2. Zauwazmy tu, ze operator A®/? jest genera-
torem izotropowego procesu «-stabilnego i jest on ujemnie okreélony, podobnie jak laplasjan A.
Z kolei (L) zadaje operator dodatnio okreslony. Z racji przemilczenia tematu dziedziny, powyzsze
rozwazania nalezy traktowaé¢ wylacznie jako wyjasnienie konwencji. Zwracamy uwage na to, ze
nazwa ,ulamkowy laplasjan” w literaturze odnosi sie zaréwno do A*/2 jak i do (—A)*/2. Méwigc
jednak ponizej o wyniku otrzymanym dla A%/2, bedziemy mieé¢ na mysli tylko to, ze uzywamy
miary Lévy’ego o gestosci Cyq|y|~4%.
Niech D bedzie niepustym, otwartym (wlagciwym) podzbiorem RY. Jedng z gtéwnych in-
spiracji dla badan zawartych w niniejszej rozprawie jest nastepujace zagadnienie Dirichleta:
{Lu f w Dg,l (DP)
u=g wR*\D.

O ile w klasycznych réwnaniach rézniczkowych wystarczyltoby zadaé drugi warunek jedynie na
brzegu zbioru D, w wigkszosci przypadkow wyznaczenie wartosci operatora nielokalnego L na D
wymaga zadania funkcji u takze na D¢ — jest to wyraznie widoczne np. gdy miara Lévy’ego v ma
dodatnig gestosé. Dlatego, dla operatoréw nielokalnych zwykle okresla sie warunek zewnetrzny
zamiast brzegowego tak jak w (DP), zob. réwniez [67, 90, 134, 137, 141, 142]. Dodajmy tu,
ze nielokalne zagadnienia brzegowe rowniez sg badane, lecz wymagaja one pewnej modyfikacji
operatora L. Takie podejicie jest stosowane np. w pracach Guana i Ma [84] oraz Warmy [159].

Zagadnieniu Dirichleta jest poswiecony rozdzial 3 rozprawy, oparty na pracy [137] autora.
Operujemy tam na dowolnych symetrycznych miarach Lévy’ego oraz ograniczonych zbiorach ot-
wartych D. Skupiamy si¢ na rozwiazaniach wariacyjnych (DP), w szczegdlnosci twierdzenie 3.1.1,
bedace gtéwnym wynikiem tego rozdziatu, méwi o ich istnieniu i jednoznacznosci. Sposrdd rezul-
tatéw tam zawartych, warto jeszcze wspomnie¢ o nieréwnosci Poincarégo w twierdzeniu 3.3.2,
oraz o zasadzie maksimum dla L i jej zastosowaniu do oszacowan norm supremum rozwigzan
w podrozdziale 3.4.

Zeby méwié o rozwiazaniach wariacyjnych, nalezy zdefiniowaé¢ funkcjonal energii. Punktem
wyjscia dla naszej dyskusji jest nastepujaca forma kwadratowa zwiazana z L:

el =4 [ (ula) ~ ula +y))? dv(y)ds. (E)

R xR4

Powyzsze wyrazenie jest skoriczone np. dla funkcji lipschitzowskich o zwartym nosniku, zob.
lemat 2.3.5. To wlasnie forma £ i jej rézne warianty stanowia gtéwny przedmiot tej rozprawy.
W celu unikniecia uciazliwej notacji, do konca niniejszego streszczenia zakladamy, ze mia-
ra Lévy’ego v jest absolutnie ciagla wzgledem miary Lebesgue’a. Wieksze zawilosci zwiazane
z singularnymi miarami Lévy’ego ograniczamy do rozdzialu 3, bo wlasciwie tylko w nim (poza
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drobnymi wyjatkami w innych miejscach rozprawy) rozwazamy takie miary. Sa tam w szczegdl-
nosci podane odpowiedniki form wystepujacych ponizej w tym akapicie. Dla absolutnie ciagglych
miar Lévy’ego bedziemy stosowaé notacje dv(y) = v(y)dy. Oznaczamy tez v(zx,y) = v(x — y).
Uzywajac tej konwencji oraz prostej zamiany zmiennych dostajemy:

elu =4 [ () ~ uly)v(w. ) dady.

R xR4

Definicja v dopuszcza niecatkowalna osobliwo$¢ w zerze, przez co skonczonosé formy £ moze
wymagaé pewnej gladkosci funkcji u. Z punktu widzenia zagadnienia Dirichleta (DP) zakladanie
takiej gtadkosci poza zbiorem D wydaje sie ograniczajace i zbedne. Z tego powodu w analizie
(DP) w rozdziale 3 korzystamy z nastepujacej modyfikacji formy E:

evli =} [ (@)~ uly)*vix.y) dady. (ED)

RIXRI\ D¢ x D¢

Przy takim zmniejszeniu obszaru calkowania odcinamy sie od osobliwosci miary Lévy’ego dla
punktéw spoza zbioru D, wiec przyrost u(z) — u(y) nie musi jej kompensowaé, gdy = i y sa
oddalone od D. Zauwazmy ponadto, ze wyeliminowana catka po D¢ x D¢ nie ma zadnego
znaczenia dla zagadnienia minimalizacji formy & przy ustalonych wartosciach funkcji na D€.
Pomyst wykorzystania £€p w réwnaniach nielokalnych jest stosunkowo nowy — pojawit sie okoto
dziesigciu lat temu w pracach Servadei i Valdinociego [141, 142] oraz Caffarellego, Roquejoffre’a
i Savina [36, Section 7]. Warto wspomnie¢ w tym miejscu o artykulach Felsingera, Kassmanna
i Voigta [67], oraz Ros-Otona [134], ktére traktuja stricte o zagadnieniu Dirichleta i sa bliskie
naszym rozwazaniom z rozdziatu 3.

Przedstawimy teraz problematyke rozdzialu 4. Teoria rozwiazan wariacyjnych (DP)
wskazuje, ze aby méc jawnie zadaé¢ zalozenia na warunek zewnetrzny g, potrzebujemy zrozu-
mieé¢ zachowanie Sladéw u|pe tych funkeji u, dla ktérych Eplu] < co. Problem $ladu jest $cisle
zwigzany z zagadnieniem rozszerzania, ktére polega na znalezieniu mozliwie szerokiej klasy
funkcji okreslonych na D¢, ktére mozna rozszerzyé¢ do funkcji u, takiej ze Eplu] < oco. Jest
to wysoce nietrywialne, wymaga bowiem precyzyjnego wyrazenia tego, ze $lad jest regularny
tylko blisko brzegu D. Pierwsze rozwiazanie uzyskali Dyda i Kassmann [62] metodami anality-
cznymi dla A%2. Podaja oni nastepujaca, czytelna charakteryzacje $ladéw g = u|pe funkeji u
speliajacych warunek Eplu] < oo:

(9(2) — g(w))* s < o
D/é (!z—w!+6p(z)+5p<w))d+ad dw < oo,

gdzie dp(z) = d(z,0D), a d oznacza metryke euklidesowa. W twierdzeniu 4.2.1, pochodzacym
z pracy Bogdana, Grzywnego, Pietruskiej-Paluby, oraz autora niniejszej rozprawy [21], podajemy
zupelnie inne podejscie do tego zagadnienia, wykorzystujace teorie potencjatu procesu Lévy’ego
(X:) zwiazanego z operatorem L. Taka metodyka pozwala na rozpatrywanie duzo szerszej
klasy operatoréw Lévy’ego, cho¢ wymaga wprowadzenia wielu dodatkowych pojeé. Oto niektére
z nich.

Dla punktéw z,w € D€ definiujemy jedro komunikacji poprzez D wzorem

vp(z,w) = // v(z,2)Gp(z,y)v(y,w)dydz,

DxD
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gdzie G p jest funkcja Greena zbioru D dla operatora L. W twierdzeniu 4.2.1 rozprawy dowodzi-
my, ze Eplu] < oo pociaga

(9(2) — g(w))?vp(z, w) dzdw < oco.
Dex D¢

Ponadto, powyzszy warunek charakteryzuje Slady, wiec dowolna funkcja g, ktoéra go spelnia
posiada rozszerzenie u na RY, dla ktérego Eplu] < co. Jest to zatem odpowiednik wyniku Dydy
i Kassmanna. Rozszerzenie funkcji ¢ zadajemy jawnym wzorem, jako catke Poissona Pplg]
i otrzymujemy nastepujaca tozsamo$¢ typu Douglasa:

EnlPolull = & [[ (9(2) = g(w)rn(z,w) daduw. (O1)

Dex D¢

Dla lepszego opisu jadra vp odsylamy do jego oszacowan w twierdzeniu 4.2.5, ktére dla A®/2
przyjmuja prosta jawna postac¢, zob. przyklad 4.2.6.

Twierdzenie 4.2.1 wspdlgra z teoria funkcji harmonicznych dla operatora L — przykla-
dowa funkcja z tej klasy jest Pplg]. Podrozdzial 4.4 poswiecony jest badaniu ich wlasnosci.
Kulminacjg zawartych w nim rozwazan sa twierdzenie 4.4.14, ustalajace rownowaznos¢ kilku
definicji harmonicznosci dla funkcji w przestrzeni Sobolewa zwigzanej z £p, oraz wniosek 4.4.15,
w ktérym stwierdzamy hipoeliptycznosé pewnej klasy operatoréw nielokalnych L. Hipoelip-
tycznosé oznacza tu, ze funkcje stabo harmoniczne dla operatora L sg nieskonczenie wiele razy
rozniczkowalne.

O wiele starsze i lepiej zbadane (choé¢ majace zupelnie inne przeznaczenie) podejscie do form
kwadratowych na podzbiorach przestrzeni R?, polega na zupelnym odcieciu sie od zewnetrza D
i rozwazaniu wyrazenia

&7l = 4 [[ (@) — u(y))? vl ) dudy.

DxD

Powyzsza forma jest zgodna z podej$ciem stosowanym w pracach [84, 159] przy nielokalnych
zagadnieniach brzegowych. Skrot ,,cen” w indeksie gérnym pochodzi od cenzurowanych proceséw
stabilnych wprowadzonych przez Bogdana, Burdzego i Chena [18], dla ktérych £F" jest forma
Dirichleta. W rozdziale 4, dla poréwnania z £p, przedstawiamy twierdzenie 4.5.6 o rozszerzaniu
zwigzane z formami typu E5".

Dalszemu badaniu form typu EF" po$wiecony jest rozdzial 5. Rozwazamy tam przestrzenie

Triebela—Lizorkina zdefiniowane przy pomocy péinorm

(/D (/D E |f(yx|2i¢;(|l;(zi)|yq)q dy> ' dx) g (TL)

Zakladamy zawsze, ze 1 < g < p < 00, oraz ze jadro w powyzszej calce spelnia warunek

LAy~ dy < o,

ktéry dla ¢ = 2 pokrywa si¢ z warunkiem catkowalnosci miary Lévy’ego. Dla otrzymywa-
nia nieréwnoéci dotyczacych péinormy (TL) warto wiedzie¢, ze mozna ja kontrolowaé¢ pozornie
mniejszym wyrazeniem. W rozdziale 5, ktéry powstal na podstawie artykutu autora tej rozprawy
[138], badamy kiedy péinorma (TL) jest poréwnywalna z

(/D (/B(wapun B . (y%(ﬁc@ qu dy) E dx) " (RED)




ix

gdzie 6 jest pewna liczba z przedziatu (0, 1]. Poréwnywalnosé lub jej brak ustalamy przy wielu
réznych zalozeniach na v i D, lecz warto podkreslié, ze w sporej czesci wynikéw tego rozdziatu
D jest obszarem jednostajnym (uniform domain). Gléwna motywacja dla tych badan jest praca
Pratsa i Saksmana [128], ktérzy rozwazaja ¢(|y|) = |y|~*/2. W twierdzeniu 5.1.1 wskazujemy
szersza klase funkcji ¢, dla ktérych zachodzi poréwnywalnosé. W dowodzie korzystamy z metod
uzytych w pracy [128]. Dobieramy mozliwie slabe zalozenia pozwalajace zastosowaé te techniki,
lecz jak dowodzimy w podrozdziale 5.4.2, sytuacja w duzym stopniu sprowadza si¢ do wymagania
silnego (potegowego) zaniku ¢ w zerze. Nie jest zatem niespodzianka, ze dla ¢ = 1 poréwny-
walnosé nie zachodzi, zob. przyklad 5.4.7, niemniej jednak dla takiej funkcji ¢ otrzymujemy
pewne zanurzenie powiazanych przestrzeni funkcyjnych, zob. twierdzenie 5.5.1. W wynikach
podrozdziatu 5.6, w szczegdlnoséci w twierdzeniu 5.1.2 oraz w przykladzie 5.6.1, jawi sie subtelna
zalezno$é miedzy geometrig zbioru oraz singularnoscia jadra catkowego, majaca znaczenie dla
poréwnywalnosci (TL) z (RED). Warto wspomnieé, ze w rozdziale 5 uzywamy wylacznie metod
analitycznych.

Rozdzial 6 powstal na bazie niedawnego preprintu Bogdana, Grzywnego, Pietruskiej-Patuby,
oraz autora niniejszej rozprawy [22]. Powracamy tutaj do zakresu catkowania jak we wzorze (ED)
i badamy nieliniowe tozsamosci Douglasa. Jednym z gléwnych wynikow jest twierdzenie 6.4.1
(zob. takze wzory (6.2.9) oraz (6.2.11)), ktére dla p > 1 daje nastepujaca réwnosé:

I Pola@Y = Polgl ) ~) (Polgl(x) — Polgl(y)w(r. ) dudy
Rd xR\ D¢ x D¢

=[] 627 = (@) ") (g(2) - 9wz w) dedu, (NDI)
Dex D¢

gdzie 7% = |r|*sgn(r) dla r € R oraz & > 0. Zauwazmy, ze dla p = 2 otrzymujemy poprzednia
tozsamos$¢ Douglasa (DI). Powyzsza nieliniowa postaé jest silnie zainspirowana wynikami Bog-
dana, Dydy i Luksa [20], w szczegdlnosci tozsamoscia Hardy’ego—Steina, ktéra rozszerzamy do
naszego kontekstu w podrozdziale 6.3, a nastepnie wykorzystujemy w dowodzie réwnosci (NDI).

Dla tozsamoéci Douglasa kluczowe jest to, ze w formie po lewej stronie znajduje sie funkcja
harmoniczna Pplu]. Bez tego zwykle nie mozemy liczy¢ na réwnosé, jednakze w twierdzeniu
6.5.4 otrzymujemy wersje tozsamosci Douglasa z reszta dla dostatecznie regularnych funkcji
innych niz harmoniczne. Wynik ten jest nowy nawet dla p = 2 i A%/2.

Przestrzenie zdefiniowane przy pomocy formy po lewej stronie wzoru (NDI) maja istotnie
rozny charakter od ulamkowych przestrzeni Sobolewa W#*P znanych z literatury, zob. przyklad
2.3.9. Z tego powodu, w pracy [22] zdecydowaliSmy si¢ na nowe okreslenie — przestrzen
Sobolewa—Bregmana, zob. podrozdzial 6.1. W podrozdziale 6.6 poréwnujemy rézne typy
przestrzeni funkcyjnych zwiazanych z rozwazanymi formami nieliniowymi (nieco trafniej, choé
mniej elegancko, mozna by je zwaé formami niekwadratowymi).

Omoéwimy teraz zalozenia, z ktorych korzystamy w rozdziatach 4 i 6 (z pominieciem ,anali-
tycznego” podrozdziatu 4.5) — w obu sa one bardzo podobne. Przyjmujemy tam, ze miara v
jest nieskoniczona oraz unimodalna, co znaczy ze jej gesto$¢ v(x) zalezy wylacznie od promienia
|z| i maleje (stabo) wraz z jego wzrostem. Znaczna cze$¢ wynikow korzysta réwniez z gérnych
oszacowai na v w zerze, oraz ograniczonego tempa jej zaniku: v(r) ~ v(r +1) dla r > 1,
zob. warunek A2 w podrozdziale 4.2. Gladkosé funkcji harmonicznych, ktéra odgrywa role
w obu rozdziatach, jest zwigzana z oszacowaniami pochodnych miary Lévy’ego w nieskonczonoéci
w warunku A1l. Oszacowania jadra yp wymagaja wiecej zatozen o skalowaniu v, zob. warunek
A3, oraz podrozdzial A.1.2. O D zakladamy zwykle, ze ma brzeg miary Lebesgue’a zero, oraz
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ze D¢ spelnia warunek VDC, zob. podrozdzial 2.1.2. Oszacowania yp otrzymujemy natomiast
dla potprzestrzeni oraz zbioréw klasy C:1.

Wiekszosé pojeé, ktore pojawiaja sie powyzej, jest szczegdlowo przedyskutowana
w rozdziale 2. Omawiamy tam geometrie réznych podzbioréw RY, ustalamy zwigzek procesu
Lévy’ego (X¢) z rozwazanymi obiektami, wprowadzamy niektore elementy jego teorii potencjatu
oraz przedstawiamy podstawowe fakty na temat operatora L i przestrzeni Sobolewa zwiazanych
z formami, o ktérych jest mowa powyzej.



Chapter 1

Introduction

With the intent to contain this introduction within a few pages we do not go into too much
details here. Most of the notions are discussed exhaustively in Chapter 2, according to the
needs of this dissertation. The introductions to the respective chapters in turn elaborate on
more specific issues studied in the dissertation. In particular they contain a detailed placement
of our results in the context of the literature, as well as some historical remarks.

In the whole dissertation our reference space is the Euclidean space R?, d = 1,2, ... with the
Euclidean metric induced by the norm |- | and the Lebesgue measure dz. Let v be a nonzero
symmetric Lévy measure, that is, a Borel measure such that

V(RY) £ 0, /d(1A\x|2)dy(x)<oo and  v(A) = v(—A)
R

for all Borel sets A C R?. For conventional reasons we shall also assume that v({0}) = 0. The
titular nonlocal operator acts on functions u: R* — R and is given by the following formula

Lu(z) = lim (u(x) —u(z +y)) dv(y). (L)
=0T Jly|>e
The above expression is well-defined and finite for all 2 € R%, e.g., for the twice continuously
differentiable functions with compact support, see Proposition 2.3.2 below. The name ‘nonlocal’
refers to the fact that the value of Lu(x) depends on the values of u at the points far away from
x. This is in contrast with the local operators, by which we usually mean various differential
operators, e.g., the Laplacian A.

At this early stage, we note that the contents of this dissertation are independent of the
operator theory, which is why we refrain from specifying the domain of L. Throughout the text
the operator L is always understood pointwise, as in the definition (L). In fact, L turns out to
be a mean rather than an end in our studies, as becomes clear later on. Nevertheless, it is a
very convenient way to present the results and motivations for our research.

Nonlocal operators emerge in many branches of mathematics. An invaluable source of in-
spiration and methods for our work is the theory of stochastic processes. Namely, according
to the well-known representation formula (see, e.g., Sato [139, Theorem 31.5]), for sufficiently
regular u, —L coincides with the generator of a pure-jump Lévy process (X;). The intensity of
jumps of this process is described by the Lévy measure v. For reference, we recall that %A is the
generator of the Brownian motion. Jump Lévy processes have numerous real-world applications
for the phenomena which are too irregular to be described by the Brownian motion. These
include: financial modeling, see Cont and Tankov [46] and the references therein, genetics, see,
e.g., [14, 110] and various branches of physics, see Barndorff-Nielsen et al. [11].
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Putting aside the context of Lévy processes, many other physical models use nonlocal op-
erators, see, e.g., [48, 117, 144], giving rise to equations governed by L, e.g., Lu = 0. These
have many names in the literature: integro-differential equations, pseudo-differential equations,
or even nonlocal PDEs, which may be somewhat disturbing if we take ‘PDE’ in the usual sense.
We will usually use the term nonlocal equations.

Arguably the most prominent example of a nonlocal operator is the fractional Laplacian
(=A)*2 for a € (0,2):

u(x) —u(z +y)

—A)*2y(z) = Cyo lim dy, FL
( ) ( ) d, =0+ Sy |y|d+a Y ( )
where
w20 (—a/2)|
Cho = .
’ 20T ((d + ) /2)

Note that Cyqy| =@ dy is in fact a Lévy measure, because a € (0,2). It requires some caution
to describe for which u the definition (FL) agrees with the actual fractional power of the negative
Laplacian defined, e.g., as a Fourier multiplier. This is however irrelevant to our development,
we refer to Kwasnicki [109] for a fuller discussion and a wider context. We note in passing that
(L) yields a positive definite operator, cf. Subsection 2.3.2. Consequently, AY/2 = —(—A)O‘/ 2 s
negative definite, as is the Laplacian A. This is, of course, only a conventional remark, because
we do not specify the domains. We also note that the name ‘fractional Laplacian’ is also used for
A%/2 in the literature. However, below in this dissertation, whenever we say that a result was
obtained for A%/2 or the fractional Laplacian, we only mean that the underlying Lévy measure
is that of (—A)*/2,
Let D be a nonempty proper open subset of R%. A direct motivation for much of the studies
included in this dissertation is the following nonlocal Dirichlet problem:
{Lu =f %n D, (DP)
u=g inR?\D.

Unlike in the partial differential equations, here a boundary condition g would be insufficient,
because in most cases (e.g., when v has a strictly positive density), due to the nonlocality of
L, we find at least some points z € D for which Lu(z) depends on the values of u in R%\ D.
Therefore in problems driven by nonlocal operators it is customary to pose the condition g on the
whole complement of D, as an ezterior condition, see, e.g., [67, 90, 134, 137, 141, 142]. Nonlocal
boundary value problems can also be considered, but they require a proper modification of the
operator L, see, e.g., Guan and Ma [84] or Warma [159].

We study the Dirichlet problem in Chapter 3, which is based on the article by the author of
this dissertation [137]. We work in the scope of all symmetric Lévy measures and bounded open
sets D. We focus mainly on the variational solutions of (DP) and the main result of the chapter,
which is Theorem 3.1.1, gives their existence and uniqueness. Another highlights of this part of
the dissertation are the Poincaré inequality in Theorem 3.3.2, and a maximum principle, which
is applied to obtain L® bounds for solutions of (DP) in Section 3.4.

The study of the variational solutions of (DP) motivates our research of the quadratic form
associated with L:

el =4 [ (ula) ~ ula +y))? dv(y)do. (E)

R4 xRd



The above expression is finite provided that, e.g., u is Lipschitz and compactly supported, see
Lemma 2.3.5. Numerous modifications of the form & are, in fact, the central objects of this
dissertation and we shall discuss them below.

For the sake of simplicity, in the remainder of this introduction we assume that v is absolutely
continuous and we remark that only the results of Chapter 3 allow singular Lévy measures (with
rare exceptions elsewhere, which will be clearly visible). With a slight abuse of the notation
we write dv(y) = v(y) dy. Also, most of the time we will denote v(z,y) := v(x — y), but we
stress that in spite of this notation, all the kernels v (and K, see Chapter 5) considered in this
dissertation are space-homogeneous. After a substitution, £ takes on the convenient form

el =3 [[ i) - u(w)?v(a.y) dody.

R4 xR

The Lévy measure v may be infinite on the neighborhood of the origin. Thus, requiring
the finiteness of £[u] is overly restrictive for the Dirichlet problem, because it imposes the same
regularity on the exterior condition g as on » in D. Furthermore, with the exterior condition g
fixed, the integral over D¢ x D¢ is irrelevant for minimizing £, which is the very essence of the
variational solutions. Therefore, in Chapter 3 we use the following form:

el =4 [[ (@)~ u(@)v(z.y) dedy. (ED)
Rd xR\ D¢ x D¢

Observe that now we avoid the singularity of the Lévy measure when two points z,y € D¢
are close to each other and the increments u(z) — u(y) do not need to compensate for it. The
idea of considering £€p in the context of nonlocal equations is only about ten years old; early
appearances include the works of Servadei and Valdinoci [141, 142] and Caffarelli, Roquejofire
and Savin [36, Section 7]. In this connection we mention the papers by Felsinger, Kassmann
and Voigt [67] and Ros-Oton [134], which are strongly related to the development in [137], and
we refer to Chapter 3 for further discussion on the Dirichlet problem in the context of £p.

Let us now outline the matters of Chapter 4. The approach to the Dirichlet problem using
Ep (see the formulation of Theorem 3.1.1) indicates the importance of understanding precisely
how regular the trace u|pec is, given that Eplu] < oo. This is directly connected with the
extension problem, which is to determine a possibly wide class of functions g: D¢ — R, that
can be extended to a function u with finite Ep[u]. Both problems are highly nontrivial, because
they require a quantitative description of the fact that the trace u|pe is regular only near the
boundary of D. The solution to the extension and trace problem was given recently by Dyda and
Kassmann [62] in the case of A®/? with the use of analytic methods, see Section 4.1. In Theorem
4.2.1 below, which is also the main result of the paper by Bogdan, Grzywny, Pietruska-Patuba
and the author [21], we provide a solution which uses the methods of the potential theory of
the Lévy process (X;) and allows for considering much more general Lévy measures than that
of A®/2. Before we proceed to the presentation of this result, we remark that the notions which
appear in the following paragraph are properly defined and discussed in more detail in Subsection
2.2.2.

For points z,w € D we let

vp(z,w) = // v(z,z)Gp(z,y)v(y,w) dydz,
DxD
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where Gp is the Green function of D for L. In Theorem 4.2.1 we show that Ep[u] < oo implies

][ (662) = gtw)r0(zw) dzdw < .

Dex D¢

where g = u|pe. Conversely, any function g satisfying the above condition may be extended to a
function u with Eplu] < co. The extension is given by the Poisson integral Pp[g] and we obtain
the following Douglas-type identity:

enlPolull = & [[ (9(2) = g(w)rp(z,w) daduw. (O1)
Dex D¢

For a better comprehension of vp, we refer to the estimates in Theorem 4.2.5. An explicit
analysis is given in Example 4.2.6 for A%/2. There is a strong interplay between Theorem
4.2.1 and the theory of the harmonic functions of L. In fact, Pp[g] is an important example
of a harmonic function. Section 4.4 is devoted to studying this class of functions with the
culmination in Theorem 4.4.14, which unifies several definitions of harmonicity in the Sobolev
space associated with Ep (see also the discussion in Section 4.1), and Corollary 4.4.15, which
asserts the hypoellipticity of a class of nonlocal operators L.

A more standard and established approach (but with completely different purposes) to the
quadratic forms and Sobolev spaces on the subsets of R is via restricting the integrations to D
only, that is,

&™) = 4 [[ (@) — u(y))? vl ) dudy.
DxD
This form is more in line with the nonlocal boundary value problems mentioned above. A prob-
abilistic motivation for studying 5™ comes from the theory of censored stable processes first
developed by Bogdan, Burdzy and Chen [18], which explains ‘cen’ in the superscript. In The-
orem 4.5.6 we establish an extension operator for this type of spaces. This result uses analytic
and geometric methods in contrast to Theorem 4.2.1 discussed above.
cen

Chapter 5 further investigates the forms of the type £5™ and their analogues. We work
in the setting of the Triebel-Lizorkin spaces, which are defined with the use of the following

YAVA @ 'ﬁ‘(;{l;((;@_)';)q W)’ ar)” (TL)

Here 1 < ¢ < p < oo and we assume that the kernel satisfies [(1 A |y|?)|y|~%é(|y|)~9dy < oo,
which is in agreement with the Lévy measure integrability condition for ¢ = 2. For the sake
of obtaining various inequalities concerning (TL) it is often useful to know that it is controlled
by a seemingly smaller expression. In this vein, our task in Chapter 5, which is based on the
author’s article [138], is to investigate when the seminorm (TL) is comparable with

</D </B<xveaD<x» E - (;L;(f;(y_) Z)q dy) E dg”) E (RED)

where 6 € (0,1] and dp(z) = d(x,0D) (here and below d is the Euclidean distance). We discuss
the comparability and incomparability of (TL) and (RED) under various conditions for D and
¢. These studies were inspired by the work of Prats and Saksman [128] who investigated the
case of the uniform domains and ¢(|y|) = |y|~*/2. In Theorem 5.1.1 we give an affirmative
result by using the methods of [128]. We propose possibly weak assumptions on ¢, tailor-made




for these methods, but as we find out in Subsection 5.4.2, the assumptions in fact reduce to
certain scalings for ¢, assuring strong singularity of the kernel. As we would expect, ¢ = 1
gives a negative result, see Example 5.4.7, but we obtain a certain embedding result for the
associated function spaces in Theorem 5.5.1. Perhaps the most intriguing results of this chapter
are obtained in Section 5.6, where the interplay between the kernel and the geometry of D
becomes clearly visible, see in particular Theorem 5.1.2 and Example 5.6.1. We note that the
methods of this chapter are purely analytic.

In Chapter 6, which mostly consists of the content of the recent preprint by Bogdan, Grzywny,
Pietruska-Paluba and the author [22], we return to the forms with integration domain as in (ED)
and we develop the Douglas identity (DI) in a nonlinear setting. Namely, in Theorem 6.4.1 (see
also (6.2.9) and (6.2.11)) we give the following formula (here 1 < p < 00):

I (Polgl@)" = Polgl) ") (Polgl(x) ~ Polg)(y))v(x.y) dady

Rd xR\ Dex D¢
= [ 47 = g@) " )(g(2) ~ glw)p (., w) dadu, (NDI)
Dex D¢
where 1) = |r|*sgn(r) for 7 € R and x > 0. For clarity we note that Pp and yp have exactly

the same meaning as above, that is, they do not depend on p. Obviously, the situation reduces to
(DI) for p = 2. The above nonlinear setting was strongly influenced by the Hardy—Stein identity
of Bogdan, Dyda and Luks [20, (14)], whose extended version, given in Section 6.3, serves as a
tool in the proof of (NDI).

In general, if we put on the left-hand side of (NDI) a function w other than the harmonic
Pplg], then the formula ceases to hold. It is however possible to obtain an identity with a
remainder term for sufficiently regular non-harmonic u, which is done in Theorem 6.5.4. This
is novel even for p = 2 and A%/2,

We note in passing that for AY? and p # 2, the spaces induced by the expression on the
left-hand side of (NDI) have a different nature than the fractional Sobolev spaces W*P, cf.
Example 2.3.9. Thus, in [22] we introduce the name Sobolev—Bregman spaces, cf. Section 6.1
below. In Section 6.6 we discuss the differences between the spaces built on various types of
nonlinear (put differently — nonquadratic) forms studied in this dissertation.

Let us comment on the assumptions of Chapters 4 and 6 (excluding the ‘analytic’ Section
4.5). For the most part, they are identical in both chapters. We stipulate that v is infinite and
unimodal, which means that v(z) depends only on the radius |x| and decreases (weakly) with the
growth of |z|. Oftentimes the results depend on upper bounds for v at 0, see A2 in Subsection
4.2 and on the decay control: v(r) ~ v(r+1) for r > 1. The second-order differentiability of the
harmonic functions, crucial for both discussed chapters, relies on the estimates of the derivatives
of v at infinity in A1. Further scaling conditions are required for the estimates of vp, see A3
and Subsection A.1.2. As for the set D, we usually assume the volume density condition for its
exterior and |0D| = 0, but the estimates of yp are only given for the half-space and for C':!
sets.

Last but not least, Chapter 2 gives the background for the notions discussed above: various
classes of subsets of R?, the definition of the associated Lévy process (X;) and some of its
potential theory, and the basic information about the operator L and the nonlocal Sobolev
spaces.
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Chapter 2

Notation and preliminaries

This chapter introduces the fundamental notions and conventions which will appear throughout
the dissertation. In Section 2.1 we discuss the geometry of the subsets of the Euclidean space R¢
and Section 2.2 introduces the symmetric pure-jump Lévy processes and their potential theory,
which will serve as one of our main toolboxes. Lastly, in Section 2.3 we discuss the nonlocal
operators, the quadratic forms and related Sobolev spaces. We start with some notation.

By C(D) we mean the class of the continuous functions on D. We also consider its subclasses:
Co(RY) vanish at infinity, C.(D) are compactly supported in D and Cy(D) are bounded on D.
As usual, C¥(D), k = 1,2,...,00, are the functions with continuous derivatives up to the order
k, the classes C5(RY), C%(D) and CF(D) are defined accordingly, with the respective properties
also applying to the derivatives up to the order k. By default, the Lebesgue spaces LP, p € [1, co],
will be understood as the spaces of equivalence classes of functions, but on rare occasions we
will need to choose a representative.

For most of the time we do not track the constants. Accordingly, the value of ¢ > 0 may
vary between two unrelated discussions. More important constants will be capitalized, e.g.,
C1,Cy, ..., and their value will not change throughout the text. By a < b we mean that there
exists ¢ > 0 such that a < ¢b, and a =~ b means that a < b and a 2 b, that is, b < a.

In case the Lévy measure is absolutely continuous with respect to the Lebesgue measure,
we slightly abuse the notation and write dv(x) = v(z)dx and v(z,y) = v(x —y) for z,y € RY,
If, additionally, v is radially symmetric, then we write v(|z|) = v(x). We also let v(z,G) =

V(G =)= Jqgv(z,y)dy.

In the whole dissertation for A, B C R?, by d(A, B) we mean the standard Euclidean distance
between the sets, that is, d(A,B) = inf{|lz —y| : = € A,y € B}. For x € R% we write
d(xz,A) = d({z}, A). The diameter of A is diam A = sup{|z — y| : x,y € A}. As usual, we let
B(z,7) ={y € R?: |z —y| < r} for x € RY r > 0. Quite often the last coordinate in R? will be
distinguished, thus we denote R? 3 2 = (2, 24), where 2/ € R%! and z4 € R.

Each subsequent chapter has its individual standing assumptions about v and D, which will
be given at its beginning. The only global assumptions are that D C R? is open, D is
nonempty and v is a nonzero symmetric Lévy measure. We also assume that D is a proper
subset, but on rare occasions, when it is convenient and does not cause confusion, we may write
‘for D = R and such.
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2.1 Geometry

In this section we introduce various definitions concerning the regularity of open subsets D C R¢
and we present some of the connections between these definitions. We remark that unless we
mention it, we do not assume the connectedness of D, i.e., in general D need not be a domain.
We discuss three types of sets: those whose boundary is locally a graph of a function, the ones
whose complement is fat near the boundary, and the uniform domains. It is rather impossible
to provide a single position in the literature which covers exhaustively all these families, thus
we give individual references in each subsection. Neat graphs showing the relationships between
various classes of sets are given by Aikawa [2, 3.7 and 3.9].

2.1.1 Boundary as a graph of a function

We first define the classes of sets whose boundaries locally resemble a graph of a function
satisfying certain regularity properties. In order to include 1-dimensional sets in the definitions
below, we let R? := {0}.

Definition 2.1.1. Let f: R4~ — R. The set {x : x4 > f(2')} is called the epigraph of f, and
the set {z : x4 < f(2)} is its hypograph.

The epi- and hypographs are well-defined for any, even nonmeasurable, function f, but in
order to make them useful we usually impose some regularity on f. Note that the half-space
H = {z € R?: x4 > 0} is the epigraph of f = 0.

Definition 2.1.2. We say that D C R? has continuous boundary if 0D is compact and there
is rg > 0 such that for every z € 0D there exist a rigid motion R, and a continuous function
fe: R¥™1 — R such that R.(B(z,70) N D) = B(0,7)N{z € R?: f(2') < z4}.

The set D is Lipschitz (or, has Lipschitz boundary) with the Lipschitz constant A > 0, if R,
and f, can be chosen in a way that every f, is Lipschitz with this constant, that is, for every
x € 0D,

\fo(@) = fo (W) S A2’ —4/|, 2.y e R

If we also require that all f, have continuous, uniformly bounded gradients V f,, then we say
that D is of class C', and if all the gradients are Lipschitz with the same constant, then we
call D a Cb! set. Note that for C' and CU! sets the tangent plane exists at every point of
the boundary. For convenience, we assume that R, maps the tangent plane at x to the set
{z € R?: 24 = 0}, which implies that f,(0) = |V f.(0)| = 0.

Example 2.1.3. The so-called crossed books, or crossed bricks domain in Figure 2.1 is a stan-
dard example of a domain which seems regular, but does not have even continuous boundary.
As a digression, we remark that it is weakly Lipschitz. This means that for every point on the
boundary its small neighborhood can be transformed via a bi-Lipschitz mapping into the unit
cube, in the way that the points of D, and only the points of D, are mapped into the positive
half-space H, see, e.g., Licht [115, Section 2| for a detailed treatment.
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Figure 2.1: The crossed bricks domain, a black and white version of the illustration from [115].

It is well-known that C'! sets can be characterized by the interior and exterior ball con-
ditions. The proof of this fact is given, e.g., by Aikawa et al. [3, Lemma 2.2]. We give the
statement below.

Lemma 2.1.4. Assume that D is a C*' open set. Then, D satisfies the interior and exterior
ball conditions, that is, there exists r > 0 such that for every x € 0D there are points x; and g
such that B(zr,r) C D, B(xg,r) C D¢ and B(xy,r) N B(xg,r) = {z}. Conversely, if an open
D satisfies the interior and exterior ball conditions, then it is C'bL.

If the interior and exterior ball condition is satisfied with the radius r > 0, then we say that
D is Cb! at scale r.

2.1.2 Volume density condition and d-sets

We proceed with another type of sets which will play a role in the extension theorems and
Douglas identities in Chapters 4 and 6, through the crucial Lemma 2.2.2. In view of these
results it may be instructive to think of G = D¢ below.

Definition 2.1.5. We say that a Borel set G satisfies the volume density condition VDC, if
there exists Cygc > 0 such that for every x € 0G and r > 0 we have

|B(z,7) NG| > Cyaer”. (2.1.1)

We say that VDC holds locally for G if VDC holds for G U B¢ for every ball B (the constant
may depend on B).

If VDC holds, then it also holds locally because (G°‘NB)¢ = GUB® and 0(GUB®) C 0G°U0B
for every ball B. Furthermore, if G¢ is bounded, then the local VDC for G is equivalent to VDC.

Example 2.1.6. Assume that G satisfies the following interior cone condition: there exists a
fixed positive aperture such that for every & € OG there is an infinite cone with apex at x and
this aperture, contained in G. Then, G satisfies VDC. In particular, the complement of the
crossed bricks domain from Example 2.1.3 satisfies VDC. Furthermore, if G¢ is bounded and
Lipschitz, then G also satisfies VDC. Indeed, by using the Lipschitz property of f., we may
easily construct a cone C,, with apex at R;(z), of fixed height and aperture depending on ry and
A, such that R, 1(C,) C G, which gives (2.1.1) for small 7. For large 7 the condition follows from
the boundedness of G¢. Similarly, every Lipschitz epigraph satisfies the interior cone condition,
hence also VDC. For = € R, let f(z) = sin(z?), a locally Lipschitz function. The epigraph of f
satisfies VDC only locally.
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Example 2.1.7. The scope of the sets satisfying VDC goes far beyond the cone condition, e.g.,

G= U{x € R%: 2%k < |z| < 2% 1}
keZ

satisfies VDC. More wild cases are given in Examples 2.1.10 and 2.1.14.

Example 2.1.8. Sets with merely continuous boundary need not satisfy VDC even locally.
Indeed, it suffices to consider a domain with cusps as in Figure 2.2.

Figure 2.2: When z is one of the marked points, we have |B(z,r) N G| = o(r?) as r — 0T, so
the local VDC fails to hold.

Lemma 2.1.9. If G satisfies VDC, then (2.1.1) is satisfied also for every x € Int G.

Proof. Assume that Int G # () and let = € Int G and r > 0. If d(x, 0G) > r/2, then B(x,r/2) C
G, which gives (2.1.1). Thus, assume that d(x,0G) € (0,7/2) and let zg € 0G satisfy d(x,0G) =
|z — x0|. Then we have B(xp,r/2) C B(x,r) and by VDC we get that

|B(x,7) NG| > |B(xo,7/2) NG| > c(r/2)%,
which ends the proof.

In view of the above fact we see that there is very little difference between the sets satisfying
VDC and the d-sets in R%, which in the literature would usually be called n-sets due to having
R™ as the reference space instead of RY, see, e.g., Jonsson and Wallin [98, page 205]. Namely,
d-sets in R? only require r € (0,1) in (2.1.1). Note that the other inequality from the definition
in [98] is trivially satisfied for d = n. In fact, being a d-set in R? is equivalent to VDC when
G° is bounded and to local VDC when G is bounded. At least two other names for this type of
sets function in the literature: measure density condition and (Ahlfors) regular sets, cf. Hajlasz,
Koskela and Tuominen [86].

In our development in Chapters 4 and 6 we rely on the fact that [0D| = 0. In the sequel we
discuss whether VDC implies that property. Using Lemma 2.1.9 we point out an inconsistence
in the literature: Wu in [161, page 284] states that VDC (called (VDCyp) therein) for D¢ yields
|0D| = 0, while Shvartsman [143, page 1213] mentions that, e.g., fat Cantor sets are d-sets in
R?, which means that a set with the boundary of positive Lebesgue measure can admit VDC.
Neither of the papers provide a proof or a reference to one and the author was unable to find a
definite answer, therefore below we give an argument which confirms the option of Shvartsman.

Example 2.1.10. We will show that there exists G C [0, 1] with |0G| # 0, which satisfies (2.1.1)
for small 7. Then, by considering (—oo,0) UG U (1, c0) we obtain a closed set with VDC and the
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boundary of positive Lebesgue measure. We let G be the fat Cantor set constructed as follows:
we start with the interval [0, 1], then, in the first step, we remove an open interval of the length
1 from the middle of [0, 1] so that we are left with two identical intervals. For n > 2, in the nth
step we remove from the middle of every remaining interval an interval of the length 4%. In the
end we will have removed the intervals of the total length

i " 111
T T 42 9n = 5
Lygntl T g Lagn T

By construction, G has empty interior, hence |[0G| = |G| = 1. Now it suffices to show that
(2.1.1) holds for z € G and r € (0,1). We call the intervals which remain after n steps G, the
nth generation. The length of the interval from the nth generation is given by the recurrence

formula 1
lpt1 = §(ln —4h =1,

which is satisfied by 1, = 271 42721,

In order to prove (2.1.1), we first reduce the problem to considering as x the endpoints of
the intervals from Gy, Go, ... and then we prove that it suffices to consider x = 0.

Assume that (2.1.1) holds for all the endpoints of the intervals from G, G, .... Note that

the set of all these endpoints is dense in G. Thus, if y € G and r € (0,1), then there is an
endpoint x such that |z — y| < r/2 and consequently,

|B(y,r) NG| > |B(z,r/2) N G| (2.1.2)

To see that it suffices to consider x = 0, assume that = € (0,1/2) is an endpoint of an interval
from the nth generation. We claim that for every r > 0 we have

|B(z,7) NG| > |B(0,r) N G]. (2.1.3)

} {

0 1

; | ; |
I I,

A A A A

I A 10 I}

— et — —

€T

Figure 2.3: Ilustration of three steps of the construction of G and an exemplary x which is an
endpoint of the interval from the third generation, but not from the second.

In order to obtain (2.1.3) we think of the balls as of clouds which grow over time with the
same speed from r = 0 to r = 1, and cover G on their way. Thus (2.1.3) is equivalent to the
fact that at each moment in time, the cloud based in z (z-cloud) covers a larger part of G
than the cloud starting from 0 (0-cloud). The latter property is true indeed, as we argue below.
Since G NI is identical and symmetric with respect to the midpoint of I for each I € G,,, and
the covering of the intervals always begins at the endpoint, it suffices to think of covering the
intervals from Gi,...,G), instead of G. We group the intervals of each generation into pairs
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(twins) having the same parent, as I, I} and I, I! in Figure 2.3 (but the following argument
is, of course, independent of the picture). The covering of I§ and I2 (the intervals adjacent to 0
and x respectively) by the 0-cloud and the x-cloud respectively, will start and end at the same
time. Furthermore, the z-cloud will start (and thus, end) covering I! at the same or earlier time
than the 0-cloud starts covering I}. Obviously, the 0-cloud cannot cover G at any other place at
this moment. Therefore the x-cloud covers a larger or equal portion of G up to the time when
Iy is covered by the 0O-cloud. The parents Iy, I also have exactly one twin interval each and the
distance between the twins is identical. The twin of I, will begin being covered by the z-cloud
not later than the twin of Iy by the 0-cloud. By repeating this argument we obtain (2.1.3).
Now, since
ln+1 _ 27n72 + 272n73

L= 1, - 9—n-1 4 9—2n—1

>7a
!

it suffices to consider » = [,,. Then we get

l

|B(0,l,)NG|=2""G|=2""""1> 5 (2.1.4)

By (2.1.4), (2.1.3) and (2.1.2) we get that G satisfies (2.1.1) for r < 1.

Example 2.1.11. Any set G with local exterior or interior cone condition (meaning that for
every ball B the cones of fixed aperture and finite height exist for all z € G N B), has the
boundary of zero Lebesgue measure. In particular, if G is either a Lipschitz set or a locally
Lipschitz epigraph, then we have |0G| = 0. This follows from the porosity or thinness of 0GN B
for every B, that is: there exist §# € (0,1) and r9 > 0 such that for every z € G N B and
0 < r < rg we have B(2/,0r) C B(z,r) \ (0G N B) for some 2’ € B(x,r), c¢f. Grandlund,
Lindqvist and Martio [80, 4.15 and 4.16].

2.1.3 Whitney decomposition and uniform domains

Some properties of subsets of R? are easy to express and to exploit with the use of the Whitney
decomposition. This is the case, e.g., for the uniform domains. This subsection is devoted to
introducing these two notions, which are crucial for the results of Chapter 5.

A cube in R? is, as usual, the set [0,7]? 4 zg, where r > 0 and 2o € R?. Thus, by default,
we consider closed cubes. The family of dyadic cubes consists of those with r = 2% and zy =
2%(cy,...,cn), where k,cq,...,cp € 7.

For cubes @, R in RY we consider I[(R) — the length of the side of R and D(Q,R) =
(Q) +d(Q, R) +I(R), the long distance between @ and R. We ask the reader to bear with the
letters D and d serving two purposes each, as it will always be clear what the present meaning is.
The scaling of the cube, denoted as a@), a > 0, is done from its center z¢. In particular,
unless zg = 0, we do not have aQ = {az : z € Q}.

Definition 2.1.12. We say that a family of dyadic cubes W is a Whitney decomposition of D
if JW = D and for every Q,S € W,

1. If Q # S, then Int QN Int S = (.

2. There is a constant Cyy such that Cwi(Q) < d(Q,9D) < 4Cwl(Q).
3. f QNS #0D, then [(Q) < 21(S).

4. If Q €58, then I(S) < 20(Q).
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Here we refer to the seminal paper of Whitney [160, page 67], the monograph of Stein [148,
Theorem VI.1], and to a version for triadic cubes of Krantz and Parks [105, Theorem 5.3.1].

We note that Definition 2.1.12 is slightly more restrictive than the standard Whitney de-
composition because of the two latter conditions, cf. Proposition 1 in [148, Chapter VI]. These
conditions were proposed by Prats and Tolsa [129, Definition 3.1] and Prats and Saksman [128,
Definition 2.1], with the remark that they are granted if the constant Cyy is large enough. They
are also used in the paper of the author [138]. For completeness, we present a construction of
the decomposition from Definition 2.1.12, by slightly modifying the one given by Stein in [148].

Proposition 2.1.13. Every open D C R admits a Whitney decomposition of Definition 2.1.12.

Proof. For k € 7 we let M}, be the collection of all dyadic cubes in R? with side length 27%.
We also define the layers

Dy ={z eR%: 27% <d(x,D°) < 27%1},
where ¢ > 0 will be specified later. Consider the family of cubes

Wo = (J{Q € My : QN Dy # 0}.

kEZ

We have D C |JW,, because each family M, covers R? hence Dy, as well. Furthermore, if
Q € Wy and 1(Q) = 27%, then there exists a point € Q N Dy, and we have

d(Q,D°) < d(z,D°) < 271 = 2¢. 1(Q),

and

d(Q, D) > d(x, D°) — diam Q > c27% — VdI(Q) = (Q)(c — Vd).
Together, if we let ¢ = ¢/v/d, then we obtain

(¢ —1)Vd - 1(Q) < d(Q, D) < 2¢Vd-1(Q). (2.1.5)

Since (1,00) 3 ¢ — 2¢ /(¢ — 1) decreases, we see that any ¢ > 2 is fit for the second condition
of Definition 2.1.12.

Assume that Q@ NS # 0 and, say, {(Q) < I(S). Let z € QN S. Then, by (2.1.5) we have
d(z,D°) > d(S, D) > (¢ — 1)v/d - 1(S). On the other hand, d(x, D°) < d(Q, D) + diam Q <
(2¢ +1)V/d - 1(Q). Therefore we obtain

2¢ +1
1s) < 2.

If we take, e.g., ¢ > 4, then we get that 1(Q) < I(S) < 31(Q), but since the cubes are dyadic,
this in fact yields I(S) < 2[(Q), as the third condition asserts.

For the fourth property, assume that @ C 5S. Then we have d(Q, D°) > d(S, D¢) —2diam S
and by using (2.1.5) we obtain (for ¢ > 3)

2¢
d -3

1(S) < Q).
By taking any ¢’ > 6 we obtain the last postulate of Definition 2.1.12.

Finally, we refine the family Wy so that the interiors of the cubes are disjoint: we first note
that if the interiors of two dyadic cubes intersect, then one of them is a subset of the other. In
order to obtain W, we therefore remove from Wy all of the cubes which are proper subsets of
some other cube in Wy. Obviously all the previously shown properties stay true for W. O



14 CHAPTER 2. NOTATION AND PRELIMINARIES

Example 2.1.14. By using the Whitney decomposition we may give another example of a set
satisfying VDC but not the cone conditions. Let D = R%\ {0} and let WW be any Whitney de-
composition of D. Then D' = Ugew Int @ satisfies VDC, because its complement has Lebesgue
measure zero, but we fail to find any cone with apex at 0, contained in D’.

A sequence of cubes (@, R1,...,Ry,S) is a chain connecting @ and S, if every cube is a
neighbor of its successor and predecessor (if it has one), by which we mean that their boundaries
have nonempty intersection. We will denote the chain as [@, S] and the sum of the lengths of

its cubes as [([Q, S]). We let [@Q,S) = [Q,S]\ {S}.

Definition 2.1.15. Assume that D is a domain. The Whitney decomposition W of D is
admissible, if there exists € > 0 such that for every pair of cubes @, .S, there exists an e-admissible

chain [st] = (Q17Q2a . Qn)v i'e'a
. 1([Q,5) < :D(@.9),

o there exists jo € {1,...,n} for which [(Q;) > D(Q,Q;) for every 1 < j < jy, and
1(Q;) > eD(Qj,S) for every jo < j < n. Qj, will be denoted as Qg — the central cube of
the chain [Q, S].

A domain which has an admissible Whitney decomposition is called a uniform domain.

Unless we state otherwise, for @, S in an admissible W by [Q,S] we mean an arbitrary
admissible chain connecting @ and S, and Qg is an arbitrary fixed central cube. Furthermore,
[@Q, Qs] is the subchain of cubes from @ to Qg in [@, S].

The shadow of a cube is Sh,(Q) = {S € W : S C B(zqg,pl(Q))}, p > 0. We also denote
SH,(Q) = USh,(Q). Note that we can take a sufficiently large p. so that

o for every e-admissible chain [@, S], and every P € [Q, Qs], we have Q € Sh,_(P),
o if [@,S] is e-admissible, then every cube from it belongs to Sh,_(Qs),
o for every Q € W, 5Q € SH,_(Q).

From now on we fix p. and write Sh(Q) = Sh,_(Q) and SH(Q) = SH,_(Q). We remark that
the shadow is not intended to be separated from the boundary of D, cf. [128, Figure 2].

Uniform domains were introduced by Martio and Sarvas [120] and were defined without the
use of Whitney cubes. For further reading on uniform domains we refer to Herron and Koskela
[87] and Véiséld [154]. Our use of the Whitney cubes, inspired by [128], facilitates in large the
arguments which require the expression of communication from point to point in a domain, and
often allows to change integration into summation. The uniformity excludes the domains with
too narrow corridors and enforces that for every two points close to each other there is a short
path connecting them through D.

Let us present some examples. The domain R x [0,1] € R? is not uniform, because an
admissible chain between two distant points would require a proportionally large central cube.
The half-space, on the other hand, is a uniform domain. Any Lipschitz domain (recall the
assumption of compact boundary) and Lipschitz epigraph is a uniform domain, cf. [2, 3.7]. The
crossed bricks domain from Example 2.1.3 is uniform as well.
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Qs

D

0

Figure 2.4: The domain on the left is not uniform because two points close on the plane can be
far apart in D. The set on the right is not uniform because of the narrowness near 0.

In Figure 2.4, we give two more negative cases. For the one on the right we give a brief
explanation: assume that there exists an e-admissible Whitney decomposition W and fix (). We
will take S closer and closer to the origin. Note that the size of Qg is controlled from below by
1(Q) because of [(Q) < D(Q,Qs) < 11(Qg). Thus, for sufficiently large n € N, if S intersects
the line z = n—IQ, then there exists P € [S, Qg] which intersects z = 1. Then, I(P) < # and we
have D(S, P) > d(S, P) ~ 1, which contradicts the admissibility of W. By an easy modification
of this argument we can replace 22 with any function zf(z) where f > 0 is continuous and
f(z) = 0 as z — 0F. Indeed, the cubes intersecting z = 1 must have sides smaller than 1 f(1),
so for every large n it suffices to choose S sufficiently close to 0. We note that Int D¢ is also not
uniform which is seen by taking the pairs of points (2,42 f(1)). The distance between them

1
n
on the plane is equal to %f(%), but in D¢ it exceeds %

2.2 Lévy processes: construction and potential theory

As we argued in the introduction, the Lévy processes are one of the main motivations for
studying the operator L. Furthermore, they provide powerful intuitions and tools which we
apply further in this dissertation to analyze, among other topics, the harmonic functions and
trace spaces associated with L. In the first subsection we discuss the construction of the related
Lévy process, not only for the completeness of the presentation, but also in order to ensure that
the process corresponds to the potential-theoretic notions which are crucial for our development
in Chapters 4 and 6. These notions are introduced in the second subsection. In this section we
tacitly assume that every considered set and function is Borel.

2.2.1 Construction and properties of Lévy processes

A Lévy process in R? is a stochastic process which starts from 0, has independent and stationary
increments and is stochastically continuous. There are a few approaches to obtaining a Lévy
process corresponding to the symmetric Lévy measure v, we will focus on the one using the
transition densities. Many aspects of the underlying theory are quite technical, therefore we will
avoid going into too much details, and we refer to the literature whenever possible.

For a more detailed reading about the following construction of the Lévy process see the first
two chapters of the book by Sato [139]. First, we define the Lévy—Khinchine exponent:

W(E) = /Rdu —coséx)du(z), €eRY (2.2.1)
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Here and below, ¢z is the scalar product in R%. We note that the above form of ¢ is owed to the
symmetry of v. The Lévy—Khinchine representation [139, Theorem 8.1] implies that for every
t > 0 the function & — e ¥ is a characteristic function of an R%valued infinitely divisible
random variable. Put differently, for every ¢ > 0 there exists a probability measure p;(dz) on
R? such that

/d e py(dx) = e W& ceRr?
R

For t > 0, 2 € R and A C RY, denote p;(z,A) = Ja_, pe(dy), the transition kernel. For the
Brownian motion, the transition kernel is equal to the classical heat kernel (4mt)~%2 exp(x? /4t),
so per analogy p; is also often called the heat kernel of the process (X;). The latter will be
defined shortly.

For times 0 < ¢ < to < ...t, and sets Ay, Ag,... A, C R4 we define the finite-dimensional
distributions:

P(Xy, € A1,..., Xy, € Ap) :/ / ... /ptl(dxl)ptrtl (x1,dz2) - pr,—t, 1 (Tn—1,dxs).
A Ao An

By the Kolmogorov extension theorem there exists a symmetric Lévy process (X;) with the
distribution P, for details see [139, Theorem 7.10]. In the wording of [139, Section 11], (X;)
is the symmetric Lévy process in R? with (0,v,0) as the Lévy triplet. By [139, Theorem 11.5]
we may assume without loss of generality, that the trajectories of the process have left limits
and are continuous from the right, in short, cidlag. We let, as usual, X;_ = lim,_,,— X, for
t >0 and Xy- = Xo. We will take (X;) as the canonical projection X;(w) = w(t) on the space
of cadlag functions w: [0,00) — R We will also use the standard complete right-continuous
filtration (F3,t > 0) to analyze (X¢), see Protter [130, Theorem I.31]. The technical assumptions
in the two preceding sentences still do not cost us any generality, but they are important for the
martingale arguments in the proof of Proposition 6.3.2.

We will often consider the process (X;) starting from 2 € R? with the distribution P*
defined by the relation P*(X; € A) = P(X; +x € A) for every t > 0 and Borel A C R
Let Y be an R%valued random variable, measurable with respect to F = Usso Ft- We can also
consider the process started at the random point Y with the distribution P¥. The corresponding
expectations are denoted by E* and EY respectively. For the detailed treatment of these symbols
we refer to [139, Section 40]. For ¢ > 0, let 6; be the shift operator on the trajectories, that
is O (w(-)) = w(- +t). Accordingly, Y o 6 (w) = Y(6:(w)). Every Lévy process enjoys the
strong Markov property, see [139, Corollary 40.11], or Blumenthal and Getoor [15, 1.8]. We are
mostly interested in its following consequence given in [15, 1.8.4]: for every stopping time 7 and
nonnegative F-measurable random variable Z we have

E*[Z 0 0,|F,) =EX"Z, zeR< (2.2.2)

The kernels p; give rise to a semigroup of operators:
Pf(z) = /Rd FWpe(z,dy), t>0, =R (2.2.3)

It is well-known that P; is a strongly continuous semigroup of contractions on Cp(R?), see, e.g.,
Applebaum [4, Theorem 3.1.9]. This can be rephrased as: Fvery Lévy process is a Feller process.

Example 2.2.1. If a € (0,2) and dv(z) = Cyqlz|~9%dz for z € RY, then the process (X) is
called the isotropic a-stable process. In the literature the adjective isotropic is often replaced by
symmetric, but this may be quite confusing when compared to our notion of symmetry of the
Lévy measure.
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In order to gain some intuition it is useful to think of v as the jumping intensity of (X3).
This connection is subtle, but it is rather clear for symmetric Lévy processes. It can be seen,
e.g., through the Lévy-It6 decomposition [139, Section 19].

2.2.2 Elements of potential theory

Below we introduce the notions which play an essential role in almost all of the results of Chapters
4 and 6. In order to better handle these objects we need to introduce some assumptions in this
subsection. Namely, we assume that the Lévy measure has a radially symmetric density with a
nonincreasing profile. In short we say that v is unimodal. We also stipulate that v is strictly
positive in R? and v(R?) = oco. In this setting, p;(dz) are absolutely continuous with respect to
the Lebesgue measure and unimodal as well, see [139, Theorem 27.7] and Kulczycki and Ryznar
[107, Lemma 2.5].
We let 7p be the first exit time from the open set D, that is,

p = inf{t > 0: X; ¢ D}. (2.2.4)

By [139, Theorem 40.13] 7p is a stopping time.
The Dirichlet heat kernel pP (z,y) is

PP (x,y) = pi(z,y) — B[pr—rp (Xsp,9); 70 <], t>0, z,y€R™ (2.2.5)

The above equation is commonly called the Hunt’s formula. Note that it subtracts from the
heat kernel the influence of all the trajectories which leave D before the time ¢. It is in fact the
transition density of the killed process, see Chung and Zhao [44, Theorem 2.4], that is,

pP(z, A) =P*(X; € A, 7p > 1), t>0, z,y € R% (2.2.6)

For a good glimpse at the behavior of pP we refer to the works concerning the fractional Lapla-
cian: the factorization formula for fat domains by Bogdan, Grzywny and Ryznar [23, Theorem
1] and the explicit estimates for C1'' domains by Chen, Kim and Song [42, Theorem 1.1].

The Green function of D is

Gp(z,y) :/o pP(z,y)dt, z,y€R% (2.2.7)

We discuss the finiteness of the Green function in Subsection A.1.3. This is not a great concern
for us, because in the sequel Gp is finite whenever our arguments require that, in particular, for
all bounded D and for all D satisfying (2.2.13), cf. (2.2.11).

For functions f > 0, by Tonelli’s theorem and (2.2.6), we have

o] TD
/Rd Gole,y)f(y) dy = /O /Rd F)pP (@, ) dydt = IE””/O F(X)dt, zeRL (228)
Accordingly, Gp(x,y) is interpreted as the occupation time density of (X;) prior to the first exit

from D. The expressions in (2.2.8) are called the Green operator, or the Green potential of f,
and are denoted by Gp[f](z). By taking f =1 we obtain that

Gp[l](z) = /Rd Gp(z,y)dy = E*rp, xeR% (2.2.9)

We note that Gp(z,y) and pP(z,y) are symmetric and they are equal to 0 whenever x € D¢ or
y € D°.
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Understanding the process (X;) upon exiting D is vital for our development. The following
generalized Ikeda—Watanabe formula defines the joint distribution of (7p, X, —, X, ) restricted
to the event {7p < oo, Xr,— # X, }: if x € D, then

P(rpel, A3 X,y # X, €G) = ///pf?(x,y)u(y, z) dydzdu, (2.2.10)
I G A

see, e.g., Bogdan, Rosiniski, Serafin and Wojciechowski [28, Section 4.2], or Ikeda and Watanabe
[92] for the original contribution. By taking I = (0,00), A = D and G C D¢, we obtain a simpler
form:

P*(tp < 00, X7 # X7p, Xop € G) :/ / Gp(z,y)v(y,z)dydz, =€ D. (2.2.11)
G JD
This motivates the following definition of the Poisson kernel:
Pp(z,z) = / Gp(x,y)v(y,2)dy, =z €D, z€ D. (2.2.12)
D

For the rest of this work, the above equation, and none other, will be referred to as the Ikeda—
Watanabe formula.

By (2.2.11), Pp is the density of the distribution of X, restricted to the event that (X3)
exits from D by a jump. Below we give conditions for v and D under which this event almost
surely holds.

Lemma 2.2.2. Assume that for every \,r € (0,1] we have v(Ar) < eX=*u(r). If |0D| = 0
and VDC holds locally for D¢, then for every x € D we have P*(X,, € 0D) = 0.

The proof is quite technical and it is given in the Appendix. For the narrower class of
Lipschitz open sets and all isotropic pure-jump Lévy processes with infinite Lévy measure the
result is stated by Sztonyk after Theorem 1 in [149]. By using the arguments from the proof of
[16, Lemma 17] by Bogdan, we obtain the following consequence of Lemma 2.2.2.

Corollary 2.2.3. Assume that P*(p < oo) = 1 for x € RL. Then, under the assumptions of
Lemma 2.2.2,

P (rp < 00, Xrp £ Xpp) = 1. (2.2.13)
As a consequence, we have
PY(X,, €G) = / Pp(x,z)dz, ze€D, GC D" (2.2.14)
G
and
/ Pp(z,z)dz=1, zcR% (2.2.15)

Remark 2.2.4. Let us comment on the condition P*(7p < oo) = 1. It is satisfied, e.g., for all
bounded sets D, cf. Pruitt [131] and for the half-space, because any one-dimensional projection
of the unimodal process (X;) is a nondegenerate symmetric Lévy process [139, Proposition 11.10]
and thus oscillates by [139, Proposition 37.10]. The complement of a ball may however fail to
satisfy this condition, see Grzywny and Kwasnicki [82, Theorem 1.1].

The name ‘Poisson kernel’ also stems from the classical potential theory — it is well-known
that the classical Poisson kernels for the disk and the half-plane are the distribution of the
Brownian motion upon the first exit from the respective domain. The possibility of solving the
classical Dirichlet problem by using the exit distribution of the Brownian motion was observed
by Kakutani [99] and it serves as an important inspiration for probabilistic potential theory, as
well as for our work. In rare instances, the Poisson kernel has an explicit form.
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Example 2.2.5. If v(z) = Cy 4|2/~ and a € (0,2), then we have the following formula for
the ball B = B(0,r),

(122 = r2)22

(r? = |=2)o/? o — 2|
This result is due to M. Riesz [133], see also Landkof [111, (1.6.11)].

Remark 2.2.6. In Chapters 4 and 6 we will frequently stipulate that v(r) ~ v(r+1) for r > 1.
With this assumption, for bounded set D we easily see that for all z,y € D and z € D¢ with
d(z,D) > p >0,

r € B, ze B-.

Pp(x,z) =c

viz,z) = vy, z), (2.2.16)
where comparability constants depend on v, D and p. Consequently, (2.2.12) and (2.2.9) imply
Pp(z,2) =~ v(z,2)E*rp, x €D, d(z,D)>p>0, (2.2.17)

with the same proviso on comparability constants. Note that if D is bounded and x € D is
fixed, then E*1p is bounded by a positive constant, see [131].

For functions g: D¢ — R we define the Poisson integral (or Poisson extension):

Jpe9(2)Pp(x,2)dz, x € D,

o(o) e (2.2.18)

Pplgl(x) = {
In the above definition we assume that the integrals converge absolutely for every x € D. Note
that under the setting of Corollary 2.2.3 we have

Pplgl(z) = E%g(X,,), =R (2.2.19)

The following kernel of interaction via D, in short, interaction kernel, is essential for our
expressions of trace spaces in Chapters 4 and 6:

’yD(z,w):/D/DV(w,x)GD(:c,y)l/(y,z)dxdy. (2.2.20)

The interaction kernel is a lesser known object than Pp and Gp, but it appears, e.g., in the
book of Chen and Fukushima as a special case of a Feller measure [40, Theorem 5.7.6]. We
immediately see that yp is symmetric and by the Ikeda—Watanabe formula we get

vp(w,z) = /

v(w,z)Pp(z,z)dr = / v(z,2)Pp(x,w)dz = vp(z,w), z,we D"
D

D
Example 2.2.7. Let d = 1, D = (0,00) C R and v(w,z) = 77!z — w|~2 for z,w € R. The
process corresponding to v is called the Cauchy, or 1-stable process. Then

Po,xc)(T,2) = 7r_1331/2|z\_1/2(:v —2)7h x>0, 2<0,

see, e.g., Bogdan [17, (3.40)]. A direct calculation yields

(2 w)—/ool\/5 dz = !
10,0015 W) = Jo 72 2] (= 2)(z —w)?  2m/zw(y/]2] + V]w])?

We provide the estimates of vp for C™! domains under certain assumptions on v in Theo-
rem 4.2.5.

We note that for U C D, the inequalities pV < p” and Gy < Gp hold true. Also, Py(z, z) <
Pp(z,z) for x € U, z € D¢ and vy(z,w) < yp(z,w) for z,w € D°. These inequalities are
referred to as domain monotonicity and they all follow from Hunt’s formula (2.2.5).

z,w < 0.
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2.3 Nonlocal operators, quadratic forms and Sobolev spaces

In this section we discuss the nonlocal operator L, defined in (L), and the related quadratic forms
and Sobolev spaces. Unless we say otherwise, we work in the context of general symmetric Lévy
measures, mainly in order to avoid repeating too much material later on in Chapter 3, which
contains the more tedious aspects of the discussion of singular v.

2.3.1 The operator

We start with the basics concerning the well-definiteness of the operator L. For the convenience
of the reader we once again display its definition:

Lu(z) = lim (u(z) —u(z +y)) dv(y). (2.3.1)
e=0T J]y|>e
The operators of the above form constitute a prominent subclass of the operators appearing in
the Courrege’s theorem [47, 3.4]. The latter gives the representation of the operators satisfying
the positive maximum principle. In this connection we mention that L may be approached
as a Fourier multiplier, see, e.g., Hoh [89] or Banuelos and Bogdan [6], but we note that the
connections between various definitions of L usually are known to hold only for certain classes
of functions, cf. Lemma 2.3.4 below and Kwasnicki [109]. Explicit formulas for Lu are scarce,
but they do exist for the fractional Laplacian and certain functions u, see Dyda [61] and the
references therein.
As an initial step towards the well-definiteness of L, we note that for every u € Cy(R%) and
€ > 0, we have

lu(z) —u(x +y)|dv(y) < 2v(B(0,€)°)||ulleo < 0. (2.3.2)

ly|>e
Our formula for the operator L is pointwise and it may depend on the value of the function at a
single point. This is because the measure v is not necessarily absolutely continuous. Therefore,

the formula (2.3.1) may yield different results for functions that are equal almost everywhere.
Fortunately, the ambiguity is rather negligible, as we demonstrate below.

Proposition 2.3.1. If the functions u,v are measurable, w = v a.e. in R% and Lu, Lv are well
defined a.e. in R%, then Lu = Lv a.e. in RY.

Proof. First note that, being the limits of measurable functions, Lu and Lv are measurable.
Furthermore, since they are well-defined and finite a.e., we have

/Rd \Lu(z) — Lo(z)| do :/ lim

Rd e—0t

/|y>e((u —0)@) = (u=v)(z+y) dV(y)‘ dr.  (2.3.3)

It suffices to show that the expression on the right-hand side is equal to 0. By using the triangle
inequality, the monotone convergence theorem and Fubini’s theorem, we can estimate (2.3.3) as
follows

Jodim | [ (= )@) — (= )+ ) vty

<[ lim /M (= v)(x) — (u — v)(@ + )| dv(y)de

d e—07F

~lim [ /| [(u—0)(@) — (u—v)(x + y)] dv(y)de

e—0t
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— lim /y|>6 /Rd\(u—v)(x)— (u—v)(z + y)| dedu(y).

=0t J|
Since the inner integral is equal to 0 for every y € R%, the proposition is proved. O

Proposition 2.3.2. If u € CZ(R?), then Lu(z) is well defined for x € R and Lu is bounded
on R, Consequently, for every bounded D we have Lu € L*(D).

Proof. Let u € C2(RY). Substituting —y for y in (2.3.1) and adding side by side gives

Lu(z) = % lim u(z) —u(z+y) —ulx —y)) dv(y). (2.3.4)

e=0F Jly|>e

By Taylor’s expansion, for z,y € R%:

0%u(€) ]

2u(z) = u(e +y) ~ u(w — y) = 2u(e) - |u(o) +y o Vu@) + 3 5T gy,
ij=1 7Y hI

Pl
_ [u(z) —yoVu(z) + ”221 2.0z, yzy]]

=-2 149
Z Oz a L,
where ¢ € B(z,|y|). Since u € CZ(R?), we obtain
20(x) — u(e + ) — ulz —y)| < (LA ), yERY (235)

for a constant ¢ independent of x. As a consequence, [p4(2u(z) —u(r +y) — u(z —y)) dv(y)
converges absolutely. By the dominated convergence theorem,

Lu(z) = lim (u(z) —u(z +y))dv(y) = 3 /Rd(%(fﬁ) —u(z +y) —u(z—y))dr(y). (2.3.6)

e—0t |y|>6
The boundedness of u follows from (2.3.5). O

Remark 2.3.3. As we have announced in the Introduction, we completely avoid the discussion
of the domain of the operator. Since we are more focused on the quadratic forms, we are
satisfied with the results for L which concern certain classes of functions. Kwasnicki [109]
precisely formulates the domains for L = (—A)®/2; our definition (2.3.1) is called the singular
integral therein.

Important motivations for studying L come from the theory of Lévy processes. For z € R¢
we let
Pu(x) —u(x
Lu(z) = lim Pru(z) —u(z) ),
t—0+ t

(2.3.7)

whenever the limit exists. This is the generator of the semigroup P; given by (2.2.3). We also
consider a somewhat similar expression

E*u(Xr., .
Uu(z) = lim ( B(“))
r—0t EwTB(:p,r)

—u(x)

; (2.3.8)
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the Dynkin characteristic operator. We note that owing to the symmetry of v, for every u €
C?(R%) we have

Lu@) =~ [ (u(a +9) — u(z) = yo Vu(@) ooy (1) dv(y), = € R

The absolute convergence of the integral follows from the Taylor’s formula. This, in fact, is the
representation of the generator given in [139, Theorem 31.5]. Putting this together with the
result of Dynkin [64, Chapter V.3] we obtain following fact.

Lemma 2.3.4. Assume that u € C2(R?). Then Lu and Uu are well-defined and
—Lu(z) = Lu(z) = Uu(z), xR

The above result justifies the name Lévy operator for L. The name Lévy-type operator
usually concerns similar operators, but with the jumping kernels which need not be space-
homogeneous.

Results of the type of Lemma 2.3.4 may be obtained for larger classes of functions under
certain assumptions on v. See, e.g., Kithn and Schilling [106, Theorem 3.2] for a detailed study
for Lévy-type operators similar to the fractional Laplacian.

2.3.2 Quadratic forms and Sobolev spaces

In this subsection we establish basic definitions and facts concerning the quadratic forms asso-
ciated with the Lévy measure v. We show their explicit connection with the operator L and we
discuss various approaches to the forms on the subsets of R?. In order to keep the presentation
clear, we stay in the context of nonlocal Sobolev spaces (that is, p = 2). The more general
classes announced in the Introduction are discussed further in the dissertation: Triebel-Lizorkin
spaces in Chapter 5 and Sobolev—Bregman spaces in Chapter 6. In this subsection we focus on
the differences stemming from considering different domains of integration and the importance
of the underlying L? spaces.
We recall the definition of the form on the whole space:

el =3 [ [ ()~ ula +v)* dv(z)dy.

For safety, we note that by Tonelli’s theorem, the value of £ stays the same if u is changed on
the set of null Lebesgue measure. By Fukushima, Oshima and Takeda [72, Example 1.4.1] £ is
the Dirichlet form of the process (X;), associated with v, defined in Section 2.2, see also Section
5.7. Tt is an important representative of the class of nonlocal regular Dirichlet forms according
to the Beurling-Deny formula [12], see [72, Theorem 3.2.1] for a more modern (and English)
formulation. The connection between £ and L is very straightforward. It is best seen on the
following formal computation, which uses the substitution y — —y and * — = + y, and the
symmetry of v:
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This can be made strict, e.g., for every u € C?(R?), see Proposition 3.2.4. Note that the above
calculation yields the positive definiteness of L.

For the remainder of this subsection, in order to maintain clarity, we let v be absolutely
continuous, that is, dv(y) = v(y) dy, and we refer to Chapter 3 or [137] for the case of singular v.
Recall that

Eul =1} [ [ (@)~ u(@)v(z.y) dyda.
Re JRA
Lemma 2.3.5. If u is Lipschitz and compactly supported, then Eu] < co.

Proof. Let K = suppu. Then u(z) — u(y) = 0 for z,y € K¢ and (u(x) —u(y))? S 1A |z — y|?
for z,y € R?. Therefore

26l = [ [ (u@) = u(w))*v(z,y) dyda - \/ I[ () ) e
s [ anke-yPey dyde.
RixRINKex K¢

By the inclusion R? x R4\ K¢ x K¢ C (K x RY) U (R? x K) and the symmetry of the integrand
this is less than or equal to

2 [ [ (nLe =P,y dyds,
K JRd
which is finite by the definition of v and the boundedness of K. O

For singular v the symmetries are much less obvious, but the result follows by taking D =
D K in [137, Lemma 4.9 and Corollary 3.3].
We define the nonlocal Sobolev space as follows:

Via = {u € L2(R?) : £[u] < oo} (2.3.9)

The norms will be discussed shortly, see (2.3.15) and the discussion following it. We omit v
in the notation, which should be less intimidating and harmless, because v will always be fixed
within a discussion. The form £ is a nonlocal analogue of the Dirichlet integral

[, 1vu(@)? dz.
Rd

and Vpa is the counterpart of the classical Sobolev space W12(R%) (see, e.g., Evans [65, Chapter
5]). This analogy is best seen through the equality [uAu = — [|Vu|? for u € C?(R%). A more
abstract similarity is that the Dirichlet integral with the domain W12(R?) is the Dirichlet form
related to the Laplacian A, see Ma and Rockner [119, page 42]. We also note that for A%/2 the
form £ converges to the Dirichlet integral as « — 27. This follows from the Fourier transform
characterization of &, see, e.g., [72, (1.4.28)].

Remark 2.3.6. If v has a nonintegrable singularity at the origin, then in order for £[u] to be
finite, u needs to compensate v by having small increments u(z) — u(y) for z close to y. This
justifies the jargon that the finiteness of £ is a way of measuring the smoothness of .
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In view of the application in the nonlocal Dirichlet problem (DP) it is unnecessarily restrictive
to require the smoothness of u on D€, but that is what £ does. The remedy that we will use in
Chapters 3, 4 and 6, is to consider the following quadratic form:

Eplu] = % // (u(z) — u(y))?v(z,y) dzdy. (2.3.10)
Rd xR\ D¢ x D¢

The related Sobolev space is
Vp = {u € L*(D) : Eplu] < oo} (2.3.11)

We note that we require the square integrability of w only in D rather than on the whole of R,
This suffices for our purposes in the nonlocal equations as we will see in the next chapter. In
this vein we also consider an even less restrictive space

Vp ={u: R - R | Eplu] < oo} (2.3.12)

We note the lack of the square integrability in D. We work with the spaces Vp in the context of
the extension and trace operators in Chapter 4, and in its setting, in Lemma 4.3.1 we show that
Vp C L2 (D), which yields Vp = Vp for bounded D. Thanks to that, the results of Chapter 4
are applicable in Chapter 3, whose methods require the L? integrability on D. The underlying
L? space is also very important when one wants to study £p as a Dirichlet form and obtain a
stochastic process related to that form. This topic recently became active, with the works of
Gounoue, Kassmann and Voigt [70, Corollary 2.12] and Vondracek [156].

As customary, our formulation of weak solutions in Chapter 3 requires a class of test func-

tions. Thus, we let
V3 ={u€Vp:u=0ae on D} ={u€Vga:u=0ae on DY} (2.3.13)

The above equality of spaces follows from the fact that if « vanishes on D¢, then u(x)—u(y) =0
on D¢ x D¢, which yields Ep[u] = Ega[u]. Accordingly, we define

V3 =v3nL*D). (2.3.14)

Note that 178 = i}Rd. We endow ]NJ% with the following norm:

1/2
Julgs, = (ulfeqo) + lul) (2:3.15)

This is indeed a norm on )78, because £[-]'/? is a seminorm and any nonzero function in 178
has to have positive L?(D) norm. As we argue in Lemma 3.2.2, (]78, Il - HgD) is a Hilbert space.
Note that %%d = 17Rd. We do not define any norms for the spaces Vp and Vb here, because it is
unnecessary for our development, but we note as a digression that for some v and D, Vp may
be normed in the way that it becomes a Hilbert space, see Lemma 4.3.3. However, for general
v and D it is unclear what the norm should be, as the following example demonstrates.

Example 2.3.7. Let v(r) = 1p(1)(z), D = B(0,1) and u(x) = 1p(gg2)(z). Then clearly,
Jp u(z)?dz = 0. Furthermore, by inspecting the support of u(z) — u(y) we see that

Eplu] = / / v(z,y) dedy,
B(0,1) JB(0,2)¢

which is equal to 0 for the considered v. Thus we have u € Vp and |ul|2(py = Eplu] = 0.
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From the above example we see that || need not be a norm on Vp, but we remark that

55
- D
despite the problems with norming, Vp is still perfectly useful for studying weak solutions of
(DP), see Theorem 3.1.1. To this end we will use the following bilinear version of Ep, well-

defined, e.g., for u,v € Vp:

Ep(wn) =3 [[ (@)~ u) v - v(y)viz,y) dady. (2.3.16)

R x R4\ Dex De
D¢ D¢ x D
D D x D D x D¢
D D¢ U Ue

Figure 2.5: Visualization of the integration domain R? x R%\ D¢ x D¢ and the comparison with
its counterpart for U C D. Note that D¢ x D¢ C U¢ x U°.

We also let E(u,v) = Ega(u,v). Observe that
Ep(u,v) = Ega(u,v), u € Vp, ve V. (2.3.17)

The analogues of the above forms for singular Lévy measures are given in Section 3.2. In this
connection we highlight the following formula, which was also suggested in the proof of Lemma
2.3.5 (see also Lemma 3.2.1):

eplul~ [ [ (u(@) = u@)*v(e.y) dody.

We have the following monotonicity property, see also [137, Lemma 3.6].

Lemma 2.3.8. If U C D, then & < Ep and Vp C Vy. In particular, for every D C R% we
have Vga C Vp.

Proof. The statements follow straight from the inclusions of the domains of integration, see
Figure 2.5. O

There is another, just as popular approach to the forms and Sobolev spaces on the subsets
of RY, which we will focus on in Chapter 5. We let

Faa(D) = {u € L*(D) : /D /D (ulx) — u(y))?v(z,y) dydz < oo}. (2.3.18)
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The norm is given by the formula

1/2
fulles iy = (llzcoy + [ [ (w6e) = uw)Prie. dydz )

With that norm F»2(D) is a Hilbert space, the verification is similar to the one given in Lemma
3.2.2. Obviously, we have Fg,g(Rd) = ﬁRd. The notation Fpo is intended as a special case of
Triebel-Lizorkin space F}, ; which we introduce in Chapter 5.

The spaces F2(D) are much different than the previous ones in terms of the applications
in the stochastic processes and the nonlocal equations, cf. [18, 84, 159]. This is partly due to
the fact that there is no straight connection with the operator L, because in F5 2(D) we do not
consider D¢ at all. The spaces F2(D) are more established as the spaces on subsets of R? than
Vp, especially from the point of view of analysis. This is seen, e.g., in the following example.

Example 2.3.9. The fractional Sobolev spaces, often associated with the names of Aronszajn
[5], Gagliardo [74] and Slobodecki [145] are defined as follows:

We/2e( D) {u € P(D) : /D/D W dyda < oo}.

|z

A neat introduction to the fractional Sobolev spaces is given by Di Nezza, Palatucci and Valdinoci
in [55]. For A%/2 the space Fyo(D) coincides with W/22(D), notabene the spaces F),,(D)
from Chapter 5 with an appropriate kernel coincide with W/22(D). With such explicit v, the
fractional Sobolev spaces display many relations with the LY spaces, in particular the Sobolev
embeddings, see [55, Sections 6 and 7] or Zhou [163]. For sufficiently regular D the spaces
We/2P(D) are the interpolation spaces between LP(D) and the classical Sobolev spaces Wh?(D),
see, e.g., Tartar [151, p. 169].



Chapter 3

The Dirichlet problem and its weak
solutions

3.1 Introduction

In this chapter we study the weak solutions of the Dirichlet problem (DP). The material below
is taken from the article of the author [137]. Here we only assume that v is a symmetric Lévy
measure (possibly singular). Also, for the most part we will postulate the boundedness of D,
but that will always be announced.

The definition of a weak solution dates back to the second quarter of the twentieth century
with the works of Sobolev, Weyl, Friedrichs and Schwartz, among many others, we refer to
the historical survey by Garding [73]. A few years later this notion evolved into the context
of abstract equations involving bilinear forms in Banach spaces and Lax and Milgram gave
a method to find unique solutions for such problems. Their theorem still serves as one of the
fundamental ways of proving the existence and uniqueness of weak solutions to various problems
in PDEs. This abstract setting is also applicable for the nonlocal equations, which is the case
for the main result of this chapter.

Theorem 3.1.1. Assume that D is bounded and let v be a symmetric Lévy measure. If f €
L?(D) and there exists h € Vp, such that g = h|pe, then the Dirichlet problem (DP) has a
unique weak solution in the sense of Definition 3.2.5.

Noteworthy, our definition of weak solutions coincides with the variational solutions, see
Lemma 3.2.5. The Lax—Milgram theorem requires coercivity of the bilinear form. In our case it
is tantamount to the fact that a multiple of £& dominates the squared L? norm on the class of
the test functions ]N/B. This is referred to as the Poincaré inequality. We prove it in Theorem
3.3.2 below, it is certainly the most interesting and original aspect of the proof of Theorem 3.1.1.
We note that we could strive for generality and consider all f € (17[0))*, but the situation with
f € L%*(D) seems much more transparent.

The formulation of the above result provokes the following question: what conditions must
a function ¢g: D° — R satisfy in order to have an extension h: R — R which belongs to
Vp? We address this problem in the next chapter and as a result we obtain more constructive
formulations of the existence and uniqueness theorem in Corollaries 4.3.2 and 4.5.7.

Let us briefly present the related literature on the existence and uniqueness theory for non-
local Dirichlet problem. Weak solutions of (DP) were studied by Hoh and Jacob [90, Sections
5 and 6] under the assumptions of certain growth at infinity for the homogeneous part of the

27
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symbol of the operator, see formula (1.1) and assumption P.3 therein. This excludes, e.g., any
finite Lévy measure, cf. (2.2.1). More recently, Felsinger, Kassmann and Voigt [67] gave the
existence and uniqueness results for operators with nonhomogeneous (depending on z and y,
not only on x — y) and nonsymmetric functions k in place of v. Thus, our context is original,
but it does not generalize those in [67, 90].

In Section 3.4 we establish a weak maximum principle and L° bounds for the weak and
pointwise solutions of the Dirichlet problem. In [67, Theorem 4.1] a weak maximum principle is
obtained under the assumption that the form (the counterpart of our £) is bounded from below
by the one corresponding to the fractional Laplacian with an arbitrary exponent a € (0,2), see
also the survey article of Ros-Oton [134, Section 5]. For a slightly different problem involving
the operator L, Jarohs and Weth [95] give a strong version of the maximum principle with one
of the postulates being that v does not vanish in any neighborhood of the origin. In Remark
3.4.7 we argue that for the solutions of (DP) this condition is in fact necessary for the strong
maximum principle to hold in arbitrary open sets D.

For further reading on the above and other properties of solutions of the Dirichlet problem
we refer to [134] and the references therein. We remark that our development, in particular, the
choice of studied topics, is partly inspired by [67] and [134].

Nonlocal equations driven by operators with singular Lévy measures are a popular research
topic in both probability and analysis. For example, there is vast literature concerning the
anisotropic stable operators and the related cylindrical stable processes, see, e.g., [63, 108, 135,
136, 150]. More arbitrary Lévy measures were studied, e.g., by Endal, Jakobsen and del Teso
[51, 52] in the context of nonlinear equations.

We note in passing that the Dirichlet problem may be approached via the Dynkin charac-
teristic operator, cf. Lemma 2.3.4. With U/ in place of L the solutions of the Dirichlet problem
may be represented as the sum of the Green potential and the Poisson integral defined in (2.2.8)
and (2.2.18) respectively:

u=—Gplf] + Polg. (3.1.1)

This is however delicate when we want to relate this representation to our version of the operator.
For the general theory of such representations we refer to the book of Dynkin [64, Chapter V].
Results more directly related to our development are given by, e.g., Bogdan and Byczkowski [19,
Section 3], or Grzywny, Kassmann and Lezaj [81, Theorem 1.1].

In this dissertation, apart from few very specific cases, we do not study Green potentials
Gp|f] — the Poisson integrals Pp[g] are one of the central objects of interest in Chapters 4
and 6. We identify them as both pointwise and weak solutions of the Dirichlet problem with
f =0in Lemma 4.4.10 and Corollary 4.4.12, respectively, and we show their interior regularity,
in particular we prove Weyl’s lemma (hypoellipticity of L) for sufficiently regular operators L,
see Corollary 4.4.15.

It goes without saying that apart from (3.1.1) and the weak formulation, there is a myriad of
other approaches towards obtaining (and defining) the solutions of nonlocal problems, for only
few of them see [10, 45, 58, 104, 155].

3.2 Weak and variational solutions
In this section we introduce the setup for the general symmetric Lévy measures v and we

prove several properties of the forms and Sobolev spaces related to v, extending the discussion
of Subsection 2.3.2. Finally, we provide the notions of weak and variational solutions of the
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Dirichlet problem (DP) and we argue that the definitions are reasonable from the point of view
of the pointwise solutions.
In order to generalize the form £p to arbitrary symmetric Lévy measures we let

v (G) =v(G—y), yeR? GCRY

and we write
el =4 [ (wlw) ~ u(@)? dvy (@)dy. (3:2.1)
R4 x R4\ D¢ x D¢
Note that this definition is in agreement with the one from Section 2.3, in particular we have

Ega = E. The spaces Vp and 178 and the norm || - are defined respectively by (2.3.11),
(2.3.14) and (2.3.15), and the bilinear version of £p is

15,
I @)~ u) @ - o) dv @)y, (322)
Rd xR\ D¢ x D¢

for u,v € Vp. Crucially, (2.3.17) holds true, therefore HquD = [Jully . for u € V3. The following
R

result should be somewhat reassuring. A slightly more general context is given by Bogdan and
Sztonyk [29, (26)], or Endal, Jakobsen and del Teso [51, Lemma 6.4].

Lemma 3.2.1. For every measurable function u we have

/Rd/ dVy dy_/ /]Rd dl/y( x)dy.

As a consequence,

/ /R )? duy(z)dy < 2Eplul.

Proof. By Tonelli’s theorem, the translation invariance of Lebesgue measure, and the symmetry
of v, we get

L, [ ) — w2 av@ay= [ [ d(u(x +1) = u(y)PLo (e +y) dvla)dy
[t ) = @)@+ ) dydvta) = [ ] ()~ uly — )10() dydv(a)
() = uly+ 2)P1o) dydvl@) = [ [ (o + )~ u))? dvla)dy

O

We can easily conclude that the corresponding integrals over D x D¢ and D¢ x D are also
equal, provided that Epu] < oo.
The proof of the next result follows the analogue in [67, Lemma 2.3].

Lemma 3.2.2. The spaces 17Rd and )78 are Hilbert with the inner product £(u,v) + [ga uv.
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Proof. 1t suffices to prove the proposition for ]7Rd, because ]78 is a closed subspace of ]7Rd.
That 17Rd is an inner product space, is an easy consequence of Cauchy—Schwarz inequality. In
order to prove the completeness, we let (u,) be a Cauchy sequence in 17Rd. This implies that
(un) is a Cauchy sequence in L?(R?), so it converges in L?(R?) to a function u. Let us choose
a subsequence (uy,) that converges to u a.e. From Fatou’s lemma and the fact that (u,) is
Cauchy, hence bounded in ?Rd, we conclude that

/Rd /Rd y))? duy (z)dy < hmlnf/Rd/ Un,, () — Uy, (y))? dvy(2)dy

< sup ||lupllx < oo.
< sup un},

Therefore, u € ?Rd. Now we will prove that u,, — u in ]NJRd as n — o0o. Again, by Fatou’s
lemma:;:

L, [ o (a) = o, ) = () = u(y))? doy () dy
Re JR

<timint [ ] (o (&) = 0y (9) = (o (2) = 0y (9))* vy ).

l—00

The latter expression gets arbitrarily small for k large enough, because (up) is Cauchy in ]NJRd.
Thus, uy,, converges to w in Vga, and so up — u in Ve as n — oo. This finishes the proof of
the completeness of Va. O

We define the pointwise, or strong, solutions of (DP) as the functions which satisfy its
equations almost everywhere. However, our main target of consideration are the weak solutions.

Definition 3.2.3. Let f € L?(D). We say that u € Vp is a weak solution of (DP), if u = g a.e.
on D¢, and for every ¢ € V)

%/Rd /Rd(u(x) —u@)(6(@) — 6(y)) dvy(2)dy = | f(2)¢(x)dx. (3.2.3)

The integral on the right-hand side above may be disturbing because we did not ascribe
values of f on D¢ Since the test functions ¢ are supported in D we may let, say, f = 0 on D°.
We could have avoided this discussion by using (2.3.17), which yields the equivalent formulation

E(u,d) = Ep(u, ) = /D f@)p(z)dz, @€ VY,

but (3.2.3) immediately shows that a weak solution on D is also a weak solution on every U C D.

Below we show that our definition of weak solution is in accordance with the pointwise
solutions. The result also confirms the formal calculation of [ps uLu on page 23 for u € C2(R9)
if we take D large enough.

Proposition 3.2.4. Assume that D is bounded. If u € CZ(R%) is a pointwise solution of (DP),
then it is also a weak solution.

Proof. Assume that u € CZ(R?) and let € > 0. By Proposition 2.3.2, Lu(z) = % [pa(2u(z) —
u(x +y) — u(z —y)) dv(y) converges absolutely and f := Lu € L?(D). Furthermore, for every
€ > 0 we have

[ ru@) —u ) —uw-plavy) < [ QAP v < [ 0 ATE ),
ly|>e ly|>e Rd
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which is finite. Therefore, by the dominated convergence theorem, for every ¢ € 178 we have

x) dm:/DLu(x)qﬁ(x) dz

= [ [ 50t 2uw) — uta + )~ ute ) vl
= lim / o() / > $(2u(z) —u(z +y) — u(z — y)) dv(y)dz (3.2.4)

e—0t

= lim / / —u(x +y))dv(y)de (3.2.5)
e—0t |>€

= 61_1>1(I)1+ /Rd / ‘>6 —u(z +y))dv(y)de.

Splitting the integral in (3.2.4) is legitimate, because D is bounded and the integral over dv(y)
in (3.2.5) is bounded as a function of = for every ¢ > 0. That is because u is bounded and
v is finite away from the origin, cf (2.3.2). By the symmetry of v and {y : |y| > €}, and the
translation invariance of Lebesgue measure, we have

Léd¢@)%;x0“m)_“@*+yﬁdeﬁh

N /| [, 6@} (l@) = u(a +y)) dedu(y)

= [ Lot tute =) - o) vty
:/ (x4 y)(u(z +y) —u(z)) dedv(y)
ly|>e /R4

Pz +y)(u(z) — u(z +y)) dv(y)da.

Re J|y|>e
Therefore,
El_i}(l)lJr /]Rd />E —u(z +y))dv(y)de
61—1>I(§l+ /]Rd /y|>e v y))(¢( ) ¢(:C - y)) dy(y)dx

=3 [ ) e+ ) (6() — 6 + 1) dv(p)d
R R

The last equality follows from Lemma 2.3.5, which yields the absolute convergence of the last
integral, and from the dominated convergence theorem.

O]

For the classical Poisson equation the Dirichlet principle states that being a solution is
equivalent to minimizing a certain energy functional. An analogous result holds for the weak
solutions of nonlocal equations. Conversely, we may say that the weak solutions of (DP) solve
the Euler—Lagrange equation for the energy form presented below. The following proof avoids
the differentiation in Banach spaces and is rather standard, see, e.g., the lecture notes of Brokate
[32, Proposition 1.2].



32 CHAPTER 3. THE DIRICHLET PROBLEM AND ITS WEAK SOLUTIONS

Lemma 3.2.5. A function u € Vp is a solution of (3.2.3) if and only if u = g a.e. in D and
u minimizes the energy functional

=1 // u(y))? dvy(y)dz —/ f(z (3.2.6)
Rd xR4\ D¢ x D¢
among the functions equal almost everywhere to g on D°.

Proof. Let u € ﬁg ={u € Vp :u =g ae. on D¢} minimize £ among the functions from ]79.
Then, for every ¢ € V3 and every A € R, we have u + \¢ € V,, hence

/\2
0< Elu+ 2] - Blu) = X(Ep(w.0) — [ f(@)ola)de) + - éplol
For A > 0, by dividing both sides by A and taking the limit A — 07, we obtain

(u, §) — / F(2)é(x) dz > 0, (3.2.7)

An analogous procedure for A < 0 yields

(u, $) — / F(2)é(x) dz < 0. (3.2.8)

By (3.2.7) and (3.2.8), u is a weak solution. _ B
Now, assume that u is a weak solution. Note that V; = u + VB, thus it suffices to verify that
Eu + ¢] — E[u] > 0 for every ¢ € VJ. In fact, since u is a weak solution,

Elu+¢] - Blu] = Ep(u, ) - /f 2)dz + 3Ep[g] = Eplg] > 0.

O]

3.3 Existence and uniqueness of solutions. Poincaré inequality

This section is devoted to proving Theorem 3.1.1. We will show that (3.2.3) may be transformed
to a homogeneous problem, that is, with ¢ = 0. Then in fact we will be looking for a solution
in the space 178, which is a Hilbert space. This will let us use the Lax—Milgram theorem. Its
following formulation is taken from Theorem 6 in Chapter 6 of the book by Lax [113].

Theorem 3.3.1. Let H be a Hilbert space over R, and let a: H x H — R be bilinear. Assume
that there exist c1,co such that

la(z,y)| <callzll -yl =y e,

and
la(z, )| > 2|z, = €H.

Then, for everyl € H* there is unique u € ‘H which satisfies
a(u,v) =1(v), veEH.

The first displayed requirement of the above result is the boundedness of the functional a,
and the second is often referred to as coercivity. Obtaining the coercivity is the crux of this
section, in order to get it we will prove the following Poincaré inequality.
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Theorem 3.3.2. Let D be bounded and let v be a symmetric Lévy measure. Then, there exists
¢, which depends only on D and v, such that for every u € V) we have

lul22py < €Ll (3.3.1)

Note that above we can use the pairs L?*(D), L?*(RY) and £p, & = Ega interchangeably
because u vanishes on D°.

Remark 3.3.3. It is possible that our Poincaré inequality may be deduced from the general
versions from the potential theory, see, e.g., Fitzsimmons [69, (1.18)], or [72, Theorem 2.4.2],
but in order to do this we would have to prove that the 0-order potential of 1 exists and is
bounded. This may be quite tedious because the definitions are implicit and actually require
solving a certain Dirichlet problem, cf. [72, (2.2.2)]. On the other hand the proof that we give
below is straightforward and purely analytic.

In order to prove Theorem 3.3.2 we first establish it for atomic Lévy measures in Lemma 3.3.4
and then we represent £ for general Lévy measures as an integral of the forms corresponding to
the Dirac measures in Lemma 3.3.5.

For zg € R?\ {0} we let

el =4 [, [ (@) = ula +9) s, )z

Note that the above expression significantly simplifies and in fact we have
Euolu] = %/Rd(u(x) —u(z + 0))* d. (3.3.2)

We also observe the following fact which is a consequence of the formula 2a? 4 2b% > (a + b)2.
We have

/G(u(x) —u(x + x0))* dz > : /G u(z)?de — / u(z)? d, (3.3.3)

G+:l?0
for every o € R?, Borel G C R¢ and u for which the right-hand side is well-defined.

Lemma 3.3.4. Assume that D is bounded and let v = b, for some xg € R4\ {0}. Then there
exists Cp.z, > 0 such that for every u € V§ we have

CD,Jfogwo [u] > HUH%Z(D)' (3.3.4)

Furthermore, if D is fized, then for every r > 0 there exists ¢(r) > 0 such that Cpz, < c(r)
whenever |xg| > r.

Proof. Let 29 € R%. By (3.3.2) we have

284, u] = /Dc_xo u(z)? da + e (u(z) — u(z + 20))? dz (3.3.5)

= u(z)? dz + (u(z) — u(z + 20))? da. (3.3.6)
(Dc—xo)ﬂD D—xg

By (3.3.5) and (3.3.6) we see that it is enough to show that & [u] > [(p_, ) u(x)? dz with
the constant ¢ independent of u. By using (3.3.3), we get

2Ez0[u] > /

(D—wo)ﬁD(u(m) —u(z+z0))*de > 1 /

(D—30)D U(JI)? dx—/ U(:I:)2 de. (3.3.7)

Dﬂ(D-‘r:Co)
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By using (3.3.3), now with G = D N (D + x¢), and by the fact that u is supported in D we
further get

1€, [u] > 2 (u(x)—u(r+x0))?* do > / u(z)? dz—2 u(z)? d.
DN(D+x0) DN(D+xo) DN(D+xzo)N(D+2z0) ( )
3.3.8

By adding the sides of (3.3.7) and (3.3.8) we obtain

65, [u] > & / w(z)? dz — 2 w(z)? dz. (3.3.9)
(D—z0)ND DN(D+zo)N(D+2z0)

In the next step we use (3.3.3) with 8&[u] > 4 [pr(piug)n(D20e) (W(E) — ul +20))? do and we
add the result to (3.3.9).
After k steps we obtain an inequality of the form:

o] > %/ u(z)?*de — ck/ u(z)? da. (3.3.10)
(D—=zo)ND DN (D+zo)N...N(D+kxo)

Since D is bounded, by taking k large enough we will get
DN (D +x0)N (D +2x0)N...N (D + kxg) = 0.

Then the subtracted integral in (3.3.10) disappears and we get the desired result.
The bound on the constant follows from the proof, because the required number of steps is
controlled by the ratio of diam(D) to |xg]. O

Lemma 3.3.5. For every Lévy measure v and u,v € ]78 we have

E(u,v) = /dé’y(u,v) dv(y). (3.3.11)
R
Proof. Let u,v € V3. We have

ey =3 [ [ (@)= ule+y)(v() - o+ ) dv(y)de

and the integral is absolutely convergent. Therefore, the statement follows by the bilinear
counterpart of (3.3.2) and Fubini-Tonelli theorem. O

Proof of Theorem 3.3.2. Let a >b >0 and let R% = {x € R?: a < |z| < b}. Note that for every
nonzero Lévy measure v there exist €3 > €1 > 0 such that v(RZ2) > 0. By Lemma 3.3.4, there

exists ¢ = c(e1) > 0, such that for every y € RZ? and u € 1}8 we have
—19, 112
Eylul = ¢ ullz2(p)-
Hence, by Lemma 3.3.5 we get

Elu) > [ & luldv(y) = e (RS [ulla ). (3.3.12)

€2
R.{
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Proof of Theorem 5.1.1. We first solve the homogeneous equation, i.e., g =0 a.e. on D We
will use the Lax—Milgram theorem with H = VJ, the norm | - HgD, a(u,v) = E(u,v) and

I(v) = fga fv. Recall that on V3, the norms || - ”\713 15 , are equal. Therefore, by
R

Lemma 3.2.2 H is a Hilbert space. Let us verify the rest of the assumptions. For u,v € 17[0) the
Cauchy—Schwarz inequality gives

and || -

2 2 2
£(u,)? < EEf] < [l (o]
hence a is bounded. In our setting the coercivity is equivalent to
Elu] = ex([lullfe(py + Elul), u € V.

For sufficiently small ¢z the above inequality is granted by Theorem 3.3.2. Finally, for every
¢ € V) we have
o

hence [ € H*. Thus we are in a position to use the Lax—Milgram theorem, from which we
conclude that the equation

< ez l19ll 2oy < [1fllL2p) 1415,

E(w¢)= [ f@)é@)dr, ¢eVp,

has a unique solution u € 178.

We now proceed with the case g # 0. The general idea follows [67, Theorem 3.5]. Consider
an arbitrary (fixed) extension of g to a function in Vb (which we also call g). Note that the
statement ‘u € Vp, u = g a.e. in D is now equivalent to ‘u = @ + g for some u € Vo’. Let
u = U+ g be such a function. Then,

/Rd /Rd (u(x) - U(y))(gb(x) - ¢(y)) dI/y(x)dy
= [, [ @)+ @)~ 1(0) ~ 9 6(z) ~ 6(0)) vy 2)y
= [ [ @@) ~ iw)(6(@) - o) duy(2)dy

+ [ 6@ = 906 — 6(y) dv, (@),

Thus, the solution of (3.2.3) exists, provided that there exists a solution @ of the following
homogeneous equation:

E(u,¢) = /f z)dz — E(g,0), ¢ eV. (3.3.13)

It suffices to show that the right-hand side is a continuous linear functional on )78. By the
Cauchy—Schwarz inequality we have

£(g.0) < Elglele] < Ellllol . ¢ € Vp.

Thus, since g € ]N/D, we conclude that the equation (3.3.13) has a unique solution @. Therefore
u = u + g solves (3.2.3). We claim that u does not depend on the choice of the extension of



36 CHAPTER 3. THE DIRICHLET PROBLEM AND ITS WEAK SOLUTIONS

g. Let g1,92 € Vp be extensions of g and let 4,u be solutions of (3.3.13) with g = g1, g = g2,
respectively. For every ¢ € V) we have

£.0) = [ J(@)ol@)da—E(g1.0),

and
£@,0) = [ F@)o(a) do ~ E(g2.0).
Therefore
E+g — (T+g2),0) =0, ¢€Vp.
In particular,
Elu+ g1 — (T + g2)] = 0.

By the coercivity of £ on ]78, we get U+ g1 = T+ g2 a.e. on R% as claimed. This proves that
the obtained solution is unique. ]

3.4 Maximum principle and its applications

In this section we give the maximum and comparison principles for weak and pointwise solutions.
We then construct the barriers and apply the comparison principle in order to obtain L* bounds
for the solutions.

3.4.1 Maximum and comparison principles

In the whole subsection we assume that D is bounded. First, we present the maximum principle
for the weak solutions.

Theorem 3.4.1. Let u be a weak solution of (DP) with f >0, g >0 a.e. Then u >0 a.e.

Proof. In order to obtain the result we will use u_ = —(uA0) as the test function ¢ in (3.2.3). We
claim that it belongs to lN)lg. Indeed, we have g > 0, hence u_ = 0 outside D. Obviously, u_ €
L?(R%). The finiteness of £[u_] follows from the inequality (u_(z) —u_(y))? < (u(x) — u(y))?,
so the claim is proved. It follows that uy =u V0 € V).

Now, since u is a weak solution, by the fact that for any function u we have (u4(x) —
ut(y))(u—(z) —u_(y)) <0, we obtain that

0< i f@)u_(z)dr = E(u,u) = E(up,u_) — Efu_] < =Elu_].

Since we also have E[u_] > 0, we see that E[u_] = 0. By the Poincaré inequality (3.3.1) (which
we can use, because u_ € V) we conclude that u_ =0 a.e. in D. O

The comparison principle follows.

Corollary 3.4.2. Assume that u and v solve (3.2.3) with f = fu,9 = gu and f = fy, 9 = gu
respectively. If fu, > fu and gy > gy, then u > v.

From the formulation Theorem 3.4.1 it may be unclear why we call it the maximum principle.
This is better seen in the following versions for the pointwise solutions.

Theorem 3.4.3. Assume that u € C(R?) and that Lu is well-defined in D. If Lu > 0 in D and
u > 0 outside D, then u >0 a.e. in D.
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Proof. With the purpose of obtaining a contradiction, we assume that u(y) < 0 for some y € D.
Then, from the continuity we conclude that u has a global minimum at some = € D. Since u(x)
is the global minimum of u, we have u(z) — u(xz + y) < 0 for every y € R%. Therefore, by the
monotone convergence theorem, (2.3.1) becomes

Lu(@) = [ (@) = ula +) dv(y) <0,

If the inequality is strict, then we get the desired contradiction. Otherwise, let A C R¢ be
such that v(A) > 0 and d(0,A) > 0. In addition, we want A + x to dominate z = (z1,..., %)
on at least one coordinate, i.e., that for some k € {1,...,n} and every y € A + x we have
yr — T > ¢ > 0. Since

[ (ula) ~ ul) dvaly) < [ (ul@) = u(m) duay) =0,

R4 A+x

we obtain that u(y) = u(r) < 0 v, a.e. on A+ x. In particular, there exists x(;) € A + x such
that u(z(1)) = u(r). We have (x(1))r > 7 + d. Once again, if Lu(z(;)) < 0, then we have a
contradiction, and if Lu(x(;)) = 0 we repeat the procedure, obtaining x5y and so on. Since A
dominates 0 and D is bounded, we will eventually get that for some m either Lu(x(m)) <0, or
T(p) € D¢ and u(x(p,)) = u(z) < 0 which contradicts u(y) > 0 for y € D*. O

The first iteration of the argument above gives the proof of the negative minimum (equiva-
lently — positive maximum) principle.

Proposition 3.4.4. Assume that v € C(R?) and that Lu is well-defined in D. If u is non-
negative on D¢ and has a negative global minimum at x € D, then Lu(x) < 0. If the minimum
is strict, then Lu(x) < 0.

Example 3.4.5. Without the assumption that the minimum at x is strict, Lu(x) is not nec-
essarily strictly negative. Consider the Lévy measure §; + d_1 on R, let D = (—2,2) and let
u € CP(R) satisfy 0 > u > —1, u(x) = 0 for |z| > 2, u(x) = —1 for || < 3/2. Clearly
Lu(0) = 0.

However, by looking at the last iteration in the proof of Theorem 3.4.3, we can refine Propo-
sition 3.4.4 in order to obtain Lu < 0 at a certain point.

Proposition 3.4.6. Assume that u € C(RY) and that Lu is well-defined in D. If u is non-
negative on D and has a negative global minimum at x € D, then there exists x' € D such that
u(x') = u(z) and Lu(z") < 0.

Remark 3.4.7. According to the classical nomenclature, see, e.g., Gilbarg and Trudinger [76,
page 15], the above results for the pointwise solutions should rather be called the weak maxi-
mum principles. For general symmetric Lévy measures we cannot expect the strong maximum
principle to hold. Indeed, assume that v(B(0,r)) = 0 for some r > 0 and consider the function
u(z) = |z|(r/2 —|x|)+. Then Lu > 0 in B(0,r/2), but u attains the (global) minimum at x = 0.

3.4.2 Barriers and supremum bounds

Lemma 3.4.8. Let D be bounded and let v be a symmetric Lévy measure. Then there exists a
barrier, that is, a nonnegative function w € C,(R?) N C™>(D) which satisfies

Lw(z)>1, z€D,
w(z) < ¢y, x€RY
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with ¢, depending on v and D. Furthermore, w is a weak solution of (DP) with f,(z) =
Lw(x) € L*(D).

Taking our cue from [134, Section 5], we use different approaches depending on whether v is
compactly supported or not.

Proof. Assume that v has bounded support and consider a sufficiently large r; so that
v(B(0,71)¢) = 0 and let 7o = sup{|z| : # € D}. For R = 71 + 72+ 1 and € R% we

let )
o =(1- )

By the smoothness of 7 in B(0, R) and the choice of R, Ln(x) is well defined and Ln € L*°(D):

/Rd(2n(w) =0 +y) —n(z —y))dv(y) 5 /Rd(l Ayl?) dv(y) < ¢ < 0.
In B(0, R) the function 7 is smooth and strictly concave. Thus, there exists ¢ > 0 such that
2(z) —n(e+y) —n(z-y)>¢ wzeD,ycB0).

Therefore, if we let 0 < € < r1 be such that v(B(0,r1) \ B(0,¢)) > 0, then for every x € D we
have

In(a) = [ (20(@) = n(e+ 1) = niz = ) dv(y)
> /B(o, B0 6)(2?7(93) —n(z +y) —nlz —y))dv(y)
> cv(B(0,71) \ B(0,¢)).
Thus, the function

w(z) = n(z)
cv(B(0,1) \ B(0,¢))

is our desired barrier. Note that w € Vp. Indeed, w is Lipschitz in Br_; and bounded on R¢,
hence we have (cf. Lemma 3.2.1)

[, (@) — v+ avar <O [ ] @A) gz < oo

Furthermore, all the calculations from the proof of Proposition 3.2.4 hold true with w in place
of u. Hence w is a weak solution with f, := Lw € L?(D). This ends the case of compactly
supported v.

Now, assume that v has unbounded support. Let € > 0 and D, = {z € D : d(x,D) < €},
and consider 7. € C2°(D;.) such that 0 <n. <1and 7. =1 in D. For x € D we have

Ln.(z) = /R (@) = () dvaly) > | dva(y) = v(DE - 2) =2 kP ().

Dg

In particular, for every z € D, we get Ln.(z) > inlfj xPe(x) =: c.. Note that c. > 0, because
e

v has unbounded support and D is bounded. Furthermore, c-! decreases when ¢ does. The
function w.(x) = c- 'n.(z) satisfies the desired conditions and c,, = c- .

By Propositions 2.3.2 and 3.2.4, we know that the above barrier is also a weak solution with
fw. = Lw. € L*(D). O
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Considering variable € in the latter construction is superfluous in terms of the sole existence
of a barrier, but it will be useful in the discussion of the optimal constant in Corollary 3.4.10
below. We note in passing that in general the function 7. is inappropriate for constructing
barriers for v with bounded support. Indeed, if € D, d(z, D) > r1 (cf. the first line of the
proof), then Ln.(z) = 0 because . =1 in D.

Now we will use the barriers to obtain L*> bounds for solutions.

Theorem 3.4.9. Let v be a symmetric Lévy measure and let D be bounded. Assume that u is
a solution of (3.2.3). Then there exists a constant ¢ independent of f and g, such that

[ullLoe(py < cullfllLe () + 9l oo (De)- (3.4.1)

Proof. We may assume that f and g are bounded. Define v(x) = || ||z (p) - w() + ||g]l oo (De),
where w is the appropriate barrier. Obviously, v > v on D¢. Furthermore, we have

Lo(x) = [[fllgoe(p) - Lw(z) =: fo(x), =€ D.

Since w is also a weak solution, we get that (v, ¢) = [ga fo¢ for every ¢ € ]78. Since Lw > 1
in D, we have f, > f. Therefore, by Corollary 3.4.2, v > u. Since w < ¢, we see that

u < eyl fllzeepy + 19l Lo (e

A similar argument using —v shows that

u > —(cwll fllzep) + 19l e (pe))s
which completes the proof. ]

The above estimate works just as well for the strong solutions, given that they are continuous
and thus enjoy the comparison principle. The construction of the barrier in the unbounded case
immediately yields the following estimate for the constant in (3.4.1).

Corollary 3.4.10. Ifu is a solution of (3.2.3) with v having unbounded support, then we obtain
the following constant ¢, in Theorem 3.4.9:
RT -1 . . D. -1

Cop = al—l>%l+ . = (51—1>1(I)1+ mllelgli (x))~ . (3.4.2)

In the potential theory of Markov processes, the quantity x”= is often called the killing

intensity. In the proof of [27, Lemma 7], Bogdan and Jakubowski give a slightly better estimate

Cow = (;gg kP (x)) 1 (3.4.3)

for the process generated by the fractional Laplacian perturbed by gradient. This requires some

explanation: in [27] we actually have the estimate for the tails of the exit time (cf. (2.2.4)):

P(rp > t) < e~ with ¢, as in (3.4.3) and ¢ = c;;! (the tilde notation and ¢ come from [27]).
This estimate integrated over ¢ yields the following bound for the expected exit time:

e 1 . D -1

B7p < - =cw = (Inf n7(y)) "

The above estimate gives an analogue of (3.4.1) because of (3.1.1) and (2.2.9). We remark
that the preceding sentence omits many details and the process considered by Bogdan and
Jakubowski is not a pure-jump Lévy process, therefore the above discussion should rather be
treated as a digression, which we conclude by showing that the constant (3.4.3) given in [27]
may be strictly smaller than ours (3.4.2).
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Example 3.4.11. Let d = 1 and v = } ;7 (0} 5;%%. If D=(0,1), then D, = (—&,1+¢) for

e > 0. We have ig{)y(Dc—x) = %2 On the other hand, igjg v(DS—x) = L; —1 for every € > 0,
T T

because for xz € (0,¢) we have 1 ¢ DS — z. Thus, we obtain

72 2

3 e e < vt =



Chapter 4

Extension and trace operators,
harmonic functions

4.1 Introduction

In the whole chapter we will assume that v is unimodal and strictly positive, and in Sections
4.2 — 4.4 we will also stipulate that v(R%) = oo, cf. the first paragraph of Subsection 2.2.2, and
that P*(rp < oo0) = 1 for x € RY, cf. Remark 2.2.4. Sections 4.2 — 4.4 contain the material
from the article by Bogdan, Grzywny, Pietruska-Paluba and the author [21] and Section 4.5 is
taken from the work of the author [137].

A serious development of extension operators began over one hundred years ago with the
works of Lebesgue, Brouwer, Urysohn and Tietze on the extension of continuous functions given
on a closed subset of a topological space. Incidentally, the earliest of these results, due to
Lebesgue [114, p. 379], was obtained as a part of a study on the Dirichlet problem. Studies for
more sophisticated properties soon followed: the extensions preserving the modulus of continuity
and the Lipschitz constant by McShane [121] and Kirszbraun [103] and Whitney’s extension
theorem [160] for functions of class C*.

The extension theorems for the classical Sobolev spaces grew to be a large theory with
contributions by many great mathematicians. The first steps were made by Babi¢ [8] and
Nikol’skif [124] who independently proved a version for C! domains. Generalizations for wider
classes of sets were given, e.g., by Calderén [37] for Lipschitz domains, and Jones [96] for locally
uniform domains. For many more references and a good overview of this subject, see Burenkov
[34].

For the fractional Sobolev spaces (cf. Example 2.3.9), Jonsson and Wallin [97] give the
extension result for n-sets in R%, n < d. This condition turned out to be optimal in a sense,
because later Zhou [163] showed that the extension domains in R? are exactly the d-sets. In
particular, it is worth mentioning that for too irregular sets a continuous extension operator does
not exist. A more accessible construction of extensions in fractional Sobolev spaces for Lipschitz
sets is given by Di Nezza, Palatucci and Valdinoci [55, Section 5]. Section 4.5 below contains
the author’s contribution to this vein of research. Namely, we prove an extension theorem for
the nonlocal Sobolev spaces F o(D€), where D is a C11 open set and v is unimodal and satisfies
a very mild scaling condition. Unlike many results for Lipschitz or smooth sets D, e.g., [8, 55],
see also Hestenes [88], ours does not use a partition of unity. Instead we construct the extension
in vivo, without dissecting the boundary. To this end, we use the reflection according to the
normal vector of the closest point of the boundary, which behaves much like the sphere inversion

41
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does locally, see Definition 4.5.1. We must warn the reader that such method of extension is
rather suboptimal in terms of the ratio of the difficulty of the construction and the admissible
generality of D, compared to the methods using the partition of unity. However, we hope that
the geometric analysis of the reflection operator in Lemma 4.5.2 will find further use in the
future.

The extension problem for spaces Vp defined in Subsection 2.3.2 in terms of the finiteness of

eoll = [[ (u@) ~ uly)*v(w.y) dudy,

RIXRI\ D¢ x D¢

is completely different than the above. Indeed, in Remark 2.3.6 we have argued that if V(Rd) =
oo, then £ and £p measure the smoothness of u. However, £p is designed in order not to
require smoothness on D¢, thus the exact behavior of g = u|pe is being a puzzle to solve — it is
certainly much different than the behavior of w in D. Here in fact, it would be more appropriate
to ask what the trace space of Vp is, that is, how can we characterize the class {u|pe : u € Vp}.
Note that this would be trivial for the spaces F5o from the previous paragraph, because if
u € Fya(R?), then we simply have u|pe € Fha(D¢). We remark that our topic is relatively
fresh, as the spaces Vp have been studied only for the last decade. The first answer to the
extension and trace problem for Vp was given by Dyda and Kassmann [62]. Namely, for A/?
they characterize the trace space by the elegant condition

(9(z) — g(w))?
D/é (Iz = w| +dp(2) + dp(w))dte dzdw < oo. (4.1.1)

We see that the kernel becomes singular only when the arguments are close to the boundary
and close to each other, and so the increments of g need to be small only close to the boundary,
as we would expect. The methods used by Dyda and Kassmann in [62] are purely analytic; the
extension is constructed with the use of the Whitney decomposition and the thickness of the set
D. We remark that [62] also contains the results for nonquadratic forms, cf. Subsection 6.6.3.

In Theorem 4.2.1 below, which is also the main result of [21], we propose an entirely different
approach, which allows to consider more general v. Namely, for g: D¢ — R we let

Holgl =5 [[ (9tw) = 9(2)*n (2 w) dudz, (412)
Dex D¢
where 7yp is the interaction kernel given in (2.2.20). Accordingly, we define the space

Xp={g: D° > R: Hplg] < oo}, (4.1.3)

which turns out to be the trace space for Vp. We use the methods of the probabilistic potential
theory, in particular the extension of g € Xp is given by the Poisson integral Pp[g]. Notably,
we obtain the following energy conservation principle:

Ep[Pplgll = Hplgl,

which we call the Douglas identity, by analogy with the classical situation [72, (1.2.18)], see the
discussion following Corollary 4.2.3 and Section 6.1. In Theorem 4.2.5 we establish the estimates
for yvp when D is a bounded C! set. This in particular lets us compare the kernels in (4.1.1)
and (4.1.2), see Example 4.2.6.
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We remark that in Chapter 6 we provide a more general version of the Douglas identity for the
so-called Sobolev—Bregman spaces, but we highlight the present case because of its significance
for the Dirichlet problem, which will be seen in the following sections, and also with the aim to
keep our development gradual. In order to avoid repetitions, we postpone the proof of Theorem
4.2.1 to Section 6.4. The original proof can be found in [21], but it is overridden by the proof of
Theorem 6.4.1 below. Here we note that the arguments hinge on a suitable formula for variance
(6.2.3) and on the Hardy—Stein identity in Proposition 6.3.2 inspired by the work of Bogdan,
Dyda and Luks [20].

In Section 4.4 we analyze the harmonic functions of the operator L, that is, the functions
which solve Lu = 0 in some sense — we propose various definitions. A standard example of
a harmonic function is the Poisson integral Pplg], cf. Definition 4.4.1. In Theorem 4.4.9 we
establish C2 regularity for Pp|g], which is essential for Theorem 4.2.1 and the results of Sections
6.3 and 6.4. Furthermore, in Theorem 4.4.14 we prove the equivalence of the definitions of
harmonicity. The result complements the ones given in [19], [81] and by Chen [39], in the
sense that it gives an additional insight into harmonic functions which are in Vp. In particular,
it implies that there are no singular harmonic functions in Vp, cf., e.g., Bogdan [17]. Another
consequence of Theorem 4.4.14 is the hypoellipticity for a class of nonlocal operators in Corollary
4.4.15.

Extension theorems for function spaces are interesting for their own sake, but they also have
wide applications, the Dirichlet problem being only one of the many. In [163] we see a direct
connection between the existence of the extension operator and the Sobolev embedding property.
In general, continuous extensions help in obtaining certain properties for subsets of R?, by using
the analogues for the whole space, where we have access to stronger methods, especially the
invaluable Fourier transform, see, e.g., Mengesha [122], or [128, Section 3].

4.2 Extension and trace for Vp

Here are additional assumptions on v: [0,00) — (0, 00] which will sometimes be made in the
sequel.

A1 v is twice continuously differentiable and there is a constant ¢ such that

()|, [V (r)| < ev(r), r>1.

A2 There exist constants 8 € (0,2) and Cy > 0 such that
v(\r) < Cod=4Pu(r), 0< A r<l, (4.2.1)
v(r) < Cov(r+1), r>1.
A3 There exist constants o € (0,2) and ¢ > 0 such that

v(Ar) > e~ (), 0< A r<l. (4.2.3)

Theorem 4.2.1. Let ) #D C R? be open, D¢ satisfy VDC, |0D| = 0, P*(1p < o) = 1 for
x € RY, and let infinite unimodal v satisfy A1, A2.
(i) If g € Xp, then Pplg] € Vp and Ep[Pplgl] = Hplg].

(ii) If u € Vp, then g = u|pe € Xp and Eplu] > Hplg].
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Thus, under the assumptions in (i) we have

s ol - Polalw) ey drdy =3 [[ (o)~ 9(2)p (e w) dude. - (1.2.0
RI xR\ De x D¢ DexDe

We postpone the proof to Section 6.4 where we give a more general result from the recent work of
Bogdan, Grzywny, Pietruska-Paluba and the author [22]. Figure 4.1 presents an interpretation
of the Douglas identity. Note that both forms describe the fact that two points (or particles) in
D¢ communicate by jumping to D, then moving in D along the trajectories of the process (X;)
started at the entrance point, cf. (2.2.8), and finally jumping out to the other point.

Figure 4.1: Ilustration of the integrand v(z,z)Gp(x,y)v(y,w) of vp defined by (2.2.20), but
also of the only possibility of communication between z,w € D¢ if there are no jumps from D¢
to D¢, which is the case in Ep.

In the setting of Theorem 4.2.1 we immediately obtain the following consequences.

Corollary 4.2.2. Extg = Pplg| is a linear isometry from Xp into Vp and Tru = u|pe is a
linear contraction from Vp onto Xp. TrExt is the identity operator on Xp and ExtTr is a
contraction on Vp. Furthermore Tru = 0 characterizes u € V).

Thus the Poisson integral and the restriction to D® may serve as the extension and trace
between the Sobolev spaces Vp and Xp, correspondingly.

Corollary 4.2.3. If Pp|lu|]] < co on D, in particular, if Ega[u] < oo, then

L[] uw) = u(2))? (o, 2) + v(w,2)) duwdz = ExalPoful).
Dex D¢

Corollary 4.2.3 and the Douglas identity in Theorem 4.2.1 may be considered as analogues
of the Douglas integral [72, (1.2.18)]. Such naming and setting is given in the context of general
Dirichlet forms in the book of Chen and Fukushima [40, Sections 5.5-5.8 and 7.2], see also
Chen, Fukushima and Ying [41], but we note that the form (£p,VP) treated here is new. Let
us comment shortly on this statement. The results of Section 7.2 in [40] are unrelated to our
development due to the assumption of no jumps from D to D¢ therein. Theorems 5.5.9 and
5.7.6 of [40] are the closest, as they yield our Corollary 4.2.3, but this does not imply that
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(4.2.4) holds for all ¢ € Xp. The trace part (ii) of Theorem 4.2.1 is even more elusive in this
context, because in Vp we do not know a direct method of showing that the Poisson integrals
Pp are well-defined, cf. the proof of Theorem 6.4.1. In [40, Theorem 3.4.2] the finiteness of the
Poisson integrals is obtained for the functions from the extended Dirichlet space (see [40] for
the definition) of the ‘free’ process (X;), which is a much stronger condition than the finiteness
of Hp in Lemma 4.4.6 below. We remark that nonlocal Douglas identities were studied also by
Jacob and Schilling [94] in the more concrete context of subordinated operators, but for exterior
conditions g given on dD, which is more in line with the censored-type forms £75".

Example 4.2.4. In the setting of Example 2.2.7, let u(z) = g(z) for x <0, and
0 Vag(z)dz

VEREICE s,
—oo m(x — 2)/|7]

u(@) = Po,00)[9](2) =

If the above integral is absolutely convergent, then by (4.2.4) we get

// ugrw()x 1;< v)" dady = // 27“/% )—\/»g(—:_u)\)/i dzdw.

>0 or y>0 2<0 and w<0

We note that Hp[g] in Theorem 4.2.1 may be finite even for rather rough functions. Indeed,

/ / w))*vp(z, w) dzdw < 2/ / 2)vp(z,w) dzdw

= 2/ / g (z)/ v(z,z)Pp(z,w)dzdzdw =2 [ ¢*(2)p(2) dz,
c c D DC

where p(2) = [pv(z,2)dz. In particular, if g is L?-integrable and dist(D,suppg) > 0, then
Hplg] < oo and so g has an extension u € Vp, which will prove useful for constructing various
counterexamples below. On the other hand we note that Ega[u] = oo in general for such g.
Similarly, if L = A%? and D is a bounded C! set, then p(z) ~ dp(z)~*(1 + |z|)~¢, and so
Hplg] < oo if g is merely bounded and o < 1.

Below we propose sharp explicit estimates of yp(z, w) for bounded open sets D of class C*!.
To this end for r > 0 we let

|2

22
K(T)Z/Z|<rr|zv(z)dz, h(r) = K(r) + v(B°) :/Rd (ﬂ“) v(2)dz, (4.2.5)

1

V(r)= Gk

(4.2.6)

Note that K,h > 0. We also let r(z,w) = |z —w|+Jdp(z) +dp(w). Here are the estimates of vp.

Theorem 4.2.5. Let v be unimodal and assume A2, A3 and let D be a bounded C*' set. Then,

v(6p(w))v(0p(2)), diam(D) < ép(2),0p(w),
D(2,w) = (5D(w))/V(5D( ), dp(z) < diam(D) < ép(w),
v(r(z,w)V2(r(z,w))/ [V (6p(2)) V (0p(w))],  dp(2),dp(w) < diam(D).

The proof is very technical and we give it in the Appendix. As typical in the boundary
potential theory, it is challenging to handle unbounded and less regular sets D, cf. Bogdan,
Grzywny, and Ryznar [25]. In Theorem A.1.1 below we give estimates for v (z,w), where H is
the half-space in dimensions d > 3. Other extensions are left for future.
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Example 4.2.6. For A%/? we have K (r) = cr~® and V(1) = ¢'r®/? with some positive constants
¢, c. Consequently, the estimates of Theorem 4.2.5 take on the following form:

Sp(w)~4=25p(z) "4, diam(D) < dp(z),dp(w),
Yo (z,w) = { dp(w) =426 p(z) /2, 0p(z) < diam(D) < dp(w),
r(z,w)~%p(2)~*25p(w) =%, p(z),dp(w) < diam(D).

The examples of D which satisfy the assumptions of Theorem 4.2.1 are given in Section 2.1,
see in particular Examples 2.1.6, 2.1.7 and 2.1.11. It is worth mentioning that Theorem 4.2.1
also allows some of the 0-order kernels.

Example 4.2.7. By inspection, A1 and A2 are satisfied when the Lévy density is

1

- R?
EC RN A

v(z)

for some o > 1.

4.3 Application to the Dirichlet problem

In order to apply the extension result of Corollary 4.2.2 for the weak solutions of the Dirichlet
problem we need to ensure that Vp = Vp. This is true in the present setting, provided that D
is bounded.

Lemma 4.3.1. We have Vp C L? (RY). As a consequence, if D is bounded, then Vp C L*(D).

loc

Proof. Let ) £ U C R? be open and bounded. For u € Vp we have

/D /Rd (u(z) — u(y))?v(z,y) dedy < .

In particular there is a point yg € D such that

] (@) = u(w)*v(z, o) de < oc.
U

0) = ¢ > 0 for

Since v is unimodal and strictly positive and U is bounded, we have v(z,yo)
2(a—b)%+2b%,

Y
z € U. Consequently, [;;(u(z)—u(yo))*dz < co. For every a,b € R we have a* <
hence

/Uu(x)de < Q/U(u(ac) —u(yo))? dz 4 2|U|u(yo)? < oo.
For bounded D we can obviously take U = D. O
Thanks to the above result we obtain a constructive version of Theorem 3.1.1.

Corollary 4.3.2. Assume that unimodal and infinite v satisfies A1, A2. Let D C R? be
nonempty, open and bounded, and assume that D¢ fulfills VDC. Then the Dirichlet problem
(DP) has a unique solution for every g € Xp and f € L?(D).

With the present assumptions we may prove that Vp is a Hilbert space as we have mentioned
in Chapter 2. This fact was verified by Dipierro, Ros-Oton and Valdinoci [57, Proposition 3.1]
for the fractional Laplacian. We present a short proof which uses only the fact that v is locally
bounded away from zero.
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Lemma 4.3.3. If D is bounded, then Vp is complete with the norm || - ||y, .

Proof. If ) # U cC D, then

/ u(y)*v(y, U dy—// v(z,y) dydz
<2//C y))? (asydydx+2// v(z,y)dydz

< 4€plu —|—2/ u(z)?v(z, D) dz < ||uHVD.
U

The last inequality follows from the fact that z — v(z, D) is bounded on U. Thus | - |yp
dominates the norm in L?((1p(y) +v(y, U)1pe(y)) dy), in particular it is a norm. Furthermore,
y — v(y,U) is locally bounded from below (by a positive constant) on D¢. Therefore every
Cauchy sequence in VP has a subsequence that converges to some measurable u a.e. in R%. By
Fatou’s lemma, ||ully, < oo and also ||u, — ully, — 0 as n — oo, cf. [67, Lemma 2.3]. O

Lemma 4.3.4. If (4.2.2) holds, then VP C L*(1 Av) C LY(1 Av).

Proof. For D; C Dy C R? we have VP2 C VDl, so we may assume that D is bounded. Fix
nonempty open U CC D and xg € U. By (4.2.2) we have v(y,U) = v(y,xg) for y € D¢. The
result follows from Lemma 4.3.1, the proof of Lemma 4.3.3 and the finiteness of the measure
1 Av(x)de. O

4.4 Harmonic functions

This section is devoted to studying the harmonic functions, that is, the solutions of the Dirichlet
problem (DP) with f = 0. In fact, we introduce various definitions of a harmonicity and in the
end, in Theorem 4.4.14, we show that they all coincide for functions in Vp. As an essential part
of the arguments we prove the second-order differentiability of harmonic functions under A1,
see Theorem 4.4.9 below.

4.4.1 Harmonicity as the mean value property

Let L be the operator given by (2.3.1) and let (X;) be the symmetric pure-jump Lévy process
in R? constructed in Subsection 2.2.1, both objects being associated with unimodal, infinite and
strictly positive Lévy measure v. As before, D denotes a fixed nonempty open subset of R%.

Definition 4.4.1. (i) We say that u: R? — R is L-harmonic (or harmonic, if L is understood)
in D if it has the mean value property, that is for all open U CC D and z € U,

u(z) = E*u(X,, ).

(ii) We say that wu is regular L-harmonic (or regular harmonic) in D if u(z) = E*u(X,,) for
zeD.

In (i) and (ii) we assume that the integrals are absolutely convergent.

™D

The following fact is rather well-known, but we give a short proof for the sake of completeness.

Lemma 4.4.2. If u is reqular L-harmonic in D, then it is L-harmonic in D.
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Proof. Let g: D¢ — [0,00]. Let u(z) = g(z) for x € D¢ and u(z) = E*g(X,,) for z € D.
Thus, u is regular harmonic in D. Let U be an arbitrary open set such that U C D. Of course,
T < 7p. We have 7p = 7y +71pobr, and u(X;,) = u(X;,)o0;,, where 0, is the shift operator
introduced in Subsection 2.2.1. Let x € U. By the tower rule of conditional expectations, the
strong Markov property (2.2.2) of (X;) and the regular harmonicity of u,

w(w) = E*u(Xry) = E*[E* [u(Xr,) © Oy | Fry ]
— B [EX [u(Xr,,)]] = E*[u(X,,,)]

In particular u is harmonic on D. The case of general (signed) u follows from the above by
taking g equal to the positive and negative parts of w on D°. O

Lemma 4.4.3. If u(z) = E*[u(X,,); X;,_ # Xr,] for all x € D, then u is harmonic in D.

The proof is similar to that of Lemma 4.4.2, so we skip it. Corollary 2.2.3 immediately yields
the following result.

Remark 4.4.4. The proof of Lemma 4.4.2 in fact shows that {u(X;,),U C D} is a martingale
ordered by inclusion of open subsets of D; the martingale is closed by u(X;,) if u is regular
harmonic.

Lemma 4.4.5. If u is L-harmonic in D, then u € L} (R?).

loc

Proof. Let 0 < ¢ < d(x, D) and let Pp(,.) be the Poisson kernel of B(z,e). Then we have
JB(.e)e [W(2)|Pze)(x,2) dz < oco. By Ikeda-Watanabe formula (2.2.12), Pp(e)(0,2) > 0 on
B(0,e)¢. By [82, Corollary 2.4], z +— Pp(o)(0,2) is radially nonincreasing on B(0,¢)¢, so
Pp(y.)(%,-) is locally bounded away from zero on B(x,¢)¢. The result easily follows by taking
disjoint B(z1,¢e1), B(z2,e2) contained in D. O

The following result yields the well-definiteness of the Poisson integrals of functions in Xp
and thus is substantial for Theorem 4.2.1. We present it in more general setting in Lemma 6.4.5,
but we also give a proof of the present special case here. Unlike Lemma 6.4.5, the following
result and its proof are prone to a generalization for the forms which use |g(z) — g(w)|? instead
of (g(2) — g(w))?. In such case we in fact obtain the finiteness of Pp[|g|P]. The latter be used in
Section 6.6.

Lemma 4.4.6. Assume that A2 holds. If g € Xp and x € D, then [p. g(2)?Pp(z, 2)dz < .
Proof. By the definition of vp,

Hplu] = %/ / / (9(2) — g(w))*v(w,z)Pp(z, z) dzdzdw < co. (4.4.1)
c c D
Since v > 0, for almost all (z,w) € D x D° we obtain

/D 9(2)*Pp(z,2)dz < 2 . (g(w) — g(2))?Pp(z, z) dz + 2g(w)? < oco. (4.4.2)
Thus [pe g(2)?Pp(z,2)dz < oo for almost every € D. A2 lets us use the boundary Har-
nack principle given by Grzywny and Kwasnicki in [82, (1.12)] to get this assertion for all
r € D. Indeed, let n = 1,2,..., uy(x) = gu(x) = ¢*(x) An for x € D¢ and u,(z) =
E?[gn(X,p); Xrp— # X,,] otherwise. Similarly, we let u(z) = ¢?(z) if * € D¢, elsewhere
we let u(r) = E*[g(X,,)?% Xrp— # X;p]. Clearly, u = limu,,. These functions are (finite and)
regular harmonic on every U CC D. By Lemma 4.4.3 and [82, (1.12)] the functions u,, are
uniformly in n locally bounded on D, because u, < u. It follows that u is locally bounded on
D, in particular it is finite on D. O



4.4. HARMONIC FUNCTIONS 49
The next result is due to Grzywny and Kwasnicki [82]. Let B, = B(0,r) and recall that Gp,
and Pp, are the Green function and the Poisson kernel of the ball B,, cf. (2.2.7) and (2.2.18).

Lemma 4.4.7. Let 0 < g < r < oo. There is a radial kernel Py,.(z), a constant C =
C(d,v,q,7) > 0 and a probability measure pg, on the interval [q,r|, such that

i

@)= [ PoCmrlas) = [ [ vy G50 dpugstas), > @4
q,T q,7 s

Fq,r =01n By, 0 < Pqn’ < C in RY, Pq,,« = C in B, \ By and qu decreases radially on B¢.
Furthermore, Py, (z) < Pg,(z2), for |z| > r, and if f is L-harmonic in B,, then

£(0) = /R g, TV Pur(z) 2

Corollary 4.4.8. If f is L-harmonic in Bo,., then f = f *?gm n B,.

We will use Lemma 4.4.7 to prove that the Poisson extensions are twice continuously differ-
entiable under the additional assumption A1. In the proof we closely follow the arguments from
Theorem 1.7 and Remark 1.8 b) in [82] except that we do not assume the boundedness of w.

Theorem 4.4.9. Suppose that v satisfies A1l and let D C R? be an open set. If u: R — R is
L-harmonic in D, e.g., if u(x) = [pc u(2)Pp(z,2)dz for x € D, then u € C*(D).

Proof. Note that A1 yields (4.2.2). We are in a position to apply Lemma 4.4.7. Let z € D, and
let » > 0 be such that Bs,(x) C D. Since v(z) is continuous, we get from (4.4.3) that kernels

P, are continuous. By Corollary 4.4.8, u is continuous in B,(z). Next we fix a nonnegative
smooth radial function x such that 0 < x <1, x =1 in B%T and k = 0 outside By,. As in [82],
we denote 7, (2) = Pg,(2)r(z) and I1,(2) = Po,(2)(1 — k(2)). Obviously, u = II, x u + 7, * u in
B, (x). In particular, both terms are well-defined. Iterating, we get

U= (Hr—l-ﬂ’r*HT+7T:2*HT—|—...7T:(I€_1)*Hr—l-ﬂ’:k)*u
= (bo+m 4+ 72+ D) Ik w + 7F x (4.4.4)

Using an argument based on the Fourier transform as in [82, Proof of Theorem 1.7], we get that
for every N there is a sufficiently large k, such that the function 7% is N times continuously
differentiable. It is also compactly supported. Since u € L}Oc(Rd), it follows that W:k xu is N
times continuously differentiable in D. For our purposes below, it suffices to take N = 2.
We will now handle the first summand in (4.4.4). First, observe that if 8 > r, |z| > 0 > r,
and |g| € {1, 2}, then
]aﬂpo,r(z)\ < cp, Por(z). (4.4.5)

Indeed, by the definition of Py, and the Tkeda—Watanabe formula we have

Por() = [ Po@ostas) = [ [ vl.2)05.0.0)dyp, (a5)

and further

0" Py (2) :/[0 e 92v(y, 2)Gy,(0,y) dy po - (ds).

For z as above and y € By C B, we have |z —y| > 6 —r. By A1,

10°Po,(2)] < cor /[O ]/B v(y, 2)Gp,(0,y) dy por(ds) = cg,rPor(2).
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Since suppll, C B§ , and & is smooth, from the Leibniz rule and (4.4.5) we see that for all
2
z € R4, |0°11,.(2)| < ¢.|I,(2)|. Therefore if |3] < 2, then

/d 0PTL, (2 — 2)u(2)|dz < oo,
R

which allows to differentiate under the integral sign and so 9°II, xu(z) is well-defined. Continuity
of the derivative follows from the continuity of #°v and the dominated convergence. O

Lemma 4.4.10. Assume Al. If u is L-harmonic in D, then Lu =0 on D.

Proof. By Theorem 4.4.9, u € C*(D). Let x € U CC D. Let ¢ € C%(D) be such that u = ¢
on U. Let w = u — ¢. We recall that on C?(R%), L coincides with the Dynkin characteristic
operator U, see Lemma 2.3.4. Since w = 0 in a neighborhood of z, by Corollary 2.2.3 and the
Ikeda—Watanabe formula (2.2.12) we get

E*w(X

)
u — I TB(z,r)
w(@) 7”—1>I(I)1+ EzTB(m,T’)

1
= li 7/ / G x,r ) 3 d d
O B Sty Jaen P (@, 2)v(2,y) dzw(y) dy

1
=im ——— [ Gitan(:2) [ vy dydz.
B(z,r ¢

r—0t ExTB(x’T)
By Lemma 4.4.5 we have [p. ..v(z,y)lu(y)|dy < oo for r > 0. Since Al yields
(4.2.2), it follows that z — [ .v(z,y)w(y)dy is a bounded continuous function near
r. Since Ef7p,) = fB(m,) GBy)(T,2)dz, cf.  (2.2.9), we see that the expression
G B (7, 2)dz/ fB(x’T) G Bz (7, 2) dz converges weakly to the Dirac mass at z as r — 0%.
Therefore, Uw(z) = [ye v(z,y)w(y)dy = [ga(w(y) — w(x))v(z,y)dy = Lw(x). We get

Lu(z) = Lo(x) + Lw(x) = Up(x) + Uw(x) = Uu(x).
On the other hand, by the mean value property of u we get Uu(x) = 0. Therefore Lu(z) =0. O

We should warn the reader that for operators L more general than those considered here,
L-harmonic functions may lack sufficient regularity to calculate Lu pointwise, see remarks after
Corollary 20 in Bogdan and Sztonyk [29].

4.4.2 Weak and distributional harmonicity

Definition 4.4.11. (i) We say that u: R? — R is weakly harmonic in D, if v € VP and
Ep(u, ) = 0 for every p € V.

(ii) We say that u € L} (R?) is distributionally harmonic in D if [pauLe = 0 for every
p e CX(D).

By Lemma 4.3.1 we see that for bounded D the weak harmonicity means that the function is
a weak solution of the Dirichlet problem in the sense of Definition 3.2.3 with f = 0. By Theorem
4.2.1, Theorem 3.1.1 and Lemma 3.2.5 we obtain the following.

Corollary 4.4.12. Under the setting of Theorem 4.2.1, the Poisson integral Pplg] is weakly
harmonic. Furthermore, for bounded D it is the only weakly harmonic function equal to g a.e.
on D°.
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Weak harmonicity implies the distributional harmonicity because of the following result.

Lemma 4.4.13. If (4.2.2) holds, D is bounded, v € VP, and ¢ € C(D), then

Ep(u,p) = —/Rd ulLep.

Proof. As in [19, Lemma 3.3] we obtain

_ /Rd uLp = lim /Rd u(z) /|y_x|>e(g0(m) — o())v(z,y) dyda

~ lim w(mx/; ﬂ>€m4x>——u<ynb<x,y>dydx

e—0t

= lim /Rd /y x\>5 u(y) — u(z))v(z,y) dydz

=mﬂMx — (y))(u(@) — uly))(z,y) dyde = Ep(u, ).

e—0t

Below we argue that interchanging the limit and the integrations in the above calculations is
justified and that the conditions needed to extend the proof of [19, Lemma 3.3] to the present
setting are satisfied. Indeed, in the last line we may use the dominated convergence theorem,
the inequality 2|ab] < a? 4 b?, and the fact that u,o € VP. Next, let ¢ > 0. Arguing as
in Proposition 2.3.2, for x € D, we get that |u(z) [|,_, > (¢(2) — ¢(y))v(z,y) dy| is bounded

by Clu(z)|||¢|lc2 € LY(D). Furthermore if we let U = supp ¢, then for z € D¢ we have
(@) fiyeyse(0(@) = 0(m))v(z,y) dy| < 2]pllolu(z)v(z,U) dz € L'(D), by Lemma 4.3.4. By
the dominated convergence theorem,

- [Luke=tm [ u@) [ (pla) - ely)rey) dyda.
R4 R4 y—x|>e

e—0t

Further, note that [pa |up| < co. By (4.2.2) and Lemma 4.3.4, we get that

L] @y dedy s [ Je)ldy [ a0 av©,2) de < co.
Rd J]|z—y|>e R4 R4
Thus the assumptions of [19, Lemma 3.3] are satisfied. The proof is complete. O

4.4.3 Equivalence of the definitions

By Theorem 4.2.1, if g € X'p, then its Poisson extension belongs to Vp. In fact, the Poisson
extension Pp|g] is the only weak solution of (DP) with f = 0, as we will see shortly.

We say that @ is a modification of u if & = u a.s. Various definitions of harmonicity can be
unified as follows.

Theorem 4.4.14. Let u € VP and let D be bounded and have continuous boundary (see Defi-
nition 2.1.2). Under the assumptions of Theorem 4.2.1 the following statements are equivalent:

(1) [gauly =0 for every p € C°(D) (distributionally harmonic);
(ii) Ep(u,p) =0 for every p € VP (weakly harmonic);

(ii’) w is the minimizer of the form Ep among the functions a.e. equal to u on D¢;
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(7ii) w has a modification that is L-harmonic;
(iv) u has a modification that is reqular L-harmonic, and u = Pplu] a.e.
Furthermore, any of the statements above yields Lu(xz) =0 in D.

Proof. First, (iv) implies (iii) by Lemma 4.4.2. Then we prove that (iii) implies (ii). Indeed, by
Corollary 4.4.12 used for Lipschitz open U CC D we get Ey(u, @) = 0 for every ¢ € C°(U). By
the dominated convergence theorem and the fact that u € VP, we have €p(u,¢) = 0. Since for
every ¢ € C2°(D) there exists U CC D containing the support of ¢, we get that Ep(u,¢) =0
for every ¢ € C°(D). Then we use the density of smooth functions in V¥, see [21, Theorem
A.4] and cf. Fiscella, Servadei and Valdinoci [68]. The statements (ii) and (ii’) are equivalent
by Lemma 3.2.5. Further, (ii) implies (i) by Lemma 4.4.13. Finally, (i) implies (iv). Indeed, by
[81, Theorem 1.1] u is harmonic and thus weakly harmonic. By the trace theorem Tru € Xp,
and by the extension theorem Pplu] € VP. By Corollary 4.4.12, Pp[u] is the unique weakly
harmonic function equal to u a.e. on D°. Hence u = Pp[u] a.e. on R?. The statement Lu = 0
follows from Lemma 4.4.10. Ul

Theorem 4.4.9 allows for the following extension which may be regarded as a counterpart of
the Weyl’s lemma, or the hypoellipticity for nonlocal operators.
Corollary 4.4.15. Assume that for every ro > 0 there exists C(ro) such that [v®)(r)] <
C(ro)v(r) forr > rg and k = 1,...,n. If u € LY(1 A v) is distributionally harmonic in D,
then uw € C™(D).

Proof. Adapt the proof of Theorem 4.4.9, starting from (4.4.4). O

4.5 Analytic approach to extension

Below we show an analytic approach to the extension problem for the spaces Fj2(D€). The
idea here is somewhat easier compared to the spaces Vp, because usually the extension for the
spaces of the type Fo amounts to copying the values of the functions from the outside in an
appropriate manner and verifying that the same property which was satisfied on D¢ also holds
true in D. In the following subsection we show that the reflection through the boundary of a C':!
set is a Lipschitz homeomorphism. This result enables us to obtain the appropriate estimates
for the extension operator constructed with the use of that reflection in Subsection 4.5.2

4.5.1 Reflection through the boundary

Let D be a C! open set with the constants 79, A > 0, in the sense of Definition 2.1.2. Recall
that by Lemma 2.1.4, D satisfies the interior and exterior ball condition, i.e., it is C'! at scale
r for some r > 0. Obviously, if 0 < s < r, then D is also C1! at scale s. Note, that by taking
exterior and interior balls of radii strictly smaller than r, we avoid the situation in which either
of the balls touches the boundary in more than one point. Thus, for every fixed s € (0,r), we
obtain a bijective correspondence between the center of the interior ball of radius s and the
point on the boundary that this ball is tangent to. We call this mapping ¥s: 0D — D. We also
get a similar bijection between the center of the exterior ball and the point on the boundary:
Xs: 0D — D°. We will denote by x; (xg) the center of a generic interior (exterior) ball tangent
to 0D at the point z. Recall that §(z) = d(x,0D).
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DC

oD

Figure 4.2: An illustration of the boundary of the C1! set D and the related notation.

Definition 4.5.1. Let D be a C! open set with the constants ), 79 as in Definition 2.1.2, and
r from Lemma 2.1.4. Let V = {z € R : d(2,0D) < e =1 A g; A 22}. We define the reflection
operator T: V — V by the formula

Trr = Xs(zp) © %Z)g(i[)(xz), xye DNV,
Trp = Ysap) © X(S_(le)(‘rE)’ zp € Int (D) NV,
Tz = x, T e 8D

From the construction we immediately get 7= T~!. The reasons for the choice of € will be
seen in the proof of Lemma 4.5.2. The reflection T', in general, does not preserve the distance
between points, however we will prove that |z —y| ~ [Tz — Ty| in V.

Lemma 4.5.2. There exists a constant Cp > 1, such that |z —y| < Cp|Tx —Ty| holds for every
x,y € V. As a consequence, C—1T|:C —y| <|Tx—Ty| < Cp|TTz —TTy| = Crlz —y|.

Proof. In Figure 4.2 we have xg = Tz, yg = Tyr and x and y are the corresponding points on
the boundary. This will be our convention in the whole proof. Obviously, we may assume that
x # y, because T preserves the distance for x = y. Below, by PQ we mean the line segment
with endpoints P and @ and APQR is the triangle with vertices P,Q, R. Note that under our
notation z is the midpoint of zyxg. For x € dD, let U, = B(x,r9) N dD. It suffices to consider
three cases: first — when both points are in D, second — when one of them is in D, and the
other is in Int D¢ and third — when one of the points is on the boundary.

Case 1. Both points are in D. In this case we need to estimate |zgyg| by means of |z ys]|
and vice versa. To this end, we make yet another division.

Case 1.1. y € U,. We will assume without any loss of generality that |yryp| < |rjxg|. Let
zr and zg be the orthogonal projections of y; and yg respectively, onto the unique line parallel
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Figure 4.3: Projection of yp and y;. We have Z(2By) = Z(xB'y) = 7.

to zyxp that contains y. Note that |z;zp| < |zjxg|. Further, we let B’ be the projection of x
onto z7zg and B — the projection of y onto zyxg, so that both AzBy and AzB'y are right
triangles, see Figure 4.3. The illustration is inevitably only two-dimensional, so we remark that
the segment ypyr need not belong to the plane generated by the segments x;r g and z;zg, which
is in fact the sole reason for considering z; and zg. In order to prove that |x;y;| =~ |[xpyEg|, we
will first show that |zrz7| =~ |xgzg|. Recall that R, and f, are respectively the rigid motion
and the C! function from Definition 2.1.2. By the Lagrange’s mean value theorem there exists
¢ € R, (xB’) such that ;g:z; = |¢' ()|, where ¢ is the restriction of f; to the unique line containing
R.(xB'). By the Lipschitz condition for the derivative, we get

|Bx| _ |B'y|
@ = | Bz = ‘¢,(£)| < )\]B'x],
and, as a consequence,
|Bz| < \|By|*. (4.5.1)

Assume, without loss of generality, that |zgpzp| > |xrz7| and let us look at Figure 4.4. The
shape of the trapezoid may depend on positions of z and y, however the following arguments
(in particular, the formula for |zrz;| in (4.5.2) below) are independent of this shape. Recall the
assumption |zrxg| > |yrye|, and let | = |xjxg| — |zr12p| > 0, h = |By|, and t = |xgA|. The

ratio ‘f; Z;lli can be represented as a function of ¢:
2 2, p2
t—1 h (2t —1
lerz (@ DTHR U] (4.5.2)
lrpzp|? t2 + h? t2 + h?
Note that |t—§| = |Bz| (recall that z and y bisect z;2p and z;zp respectively). The assumption

zrz1| < |zpzg| yvields 2t —1 > 0. Hence, from (4.5.1) and (4.5.2) we get that 2t — [ < 2\h?, thus
lzrzr| < | |y g

’.%'121‘2 2[Ah2
_—_ >
’szE‘Q - t2+h2 —

1—20\> (4.5.3)

N |
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In the last inequality above we have used | < |zzp| < 2¢, and £ < g;. Thus,

lzrz1| = |zpzEl. (4.5.4)
ZE ) 21
TE A x B T

Figure 4.4: Projection of Figure 4.3 onto the plane (rotated by 90 degrees counterclockwise).
Here Azp and By are the heights of the trapezoid.

We now proceed with the estimates of |xys|. By the triangle inequality and (4.5.4),

\zryr| < |wrzr| + [21y1| = |zeze| + |2ryr] < |vpye| + lyeze| + |21v1l (4.5.5)
= |zpye| + 2|2EYE|.

We claim that |zpyg| < |[xpyg|. By using the Lipschitz condition for ¢/, we get

|zEYE]
B

=tan(Lypyze) = |¢(x) — ¢'(B")| < \|B'z| < Nzpzg| (4.5.6)

Therefore,
lzeye| < Mzepzellzeyl < Mxpzel||lypy| < Aelzpzg|. (4.5.7)

Recall that by the definition of V' we have ¢ < % Hence,

TEZE
By (4.5.8), the triangle inequality, and (4.5.7) we get the claim:
TRz Tz
lzpye| 2 |vpze| — |2pYE| = |2R2E] — | E2 2l _ | E2 zl > |zpyEl. (4.5.9)

By applying (4.5.9) to (4.5.5) we obtain

lzryr| S |lveye|

Thanks to |zrz7| & |rgzgl|, the reverse estimate is obtained similarly, by interchanging |z y|
and |zgyg| in (4.5.5). Thus, Case 1.1. is resolved.
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Case 1.2. y ¢ U,. In that situation [yxz| > 7. By the definition of V', we have ¢ < % and as
a consequence |zrzgl, [yrye| < 3. Hence, [xpyp| > |2y — |vzp| — lyyp| = 10 — 3 — 3 = 7.
Analogously |zry;| > %2. By using a similar argument we may show that ||zry;| — |zpyg|| <
4e < 2rg, hence |zrys| and |xpyg| must be comparable. In the remaining cases we will not
discuss the situation when x and y are far from each other as it can be resolved in exactly the

same way.

Case 2. One point is inside D, one outside. We now compare |z;yg| and |zgys|. Once
again we first project the situation on a plane with the assumption that |z7zg| < |z;zg| and
now we add that |zgzr| > |x12E|.

ZE Y 27

TE A T B T
Figure 4.5: Illustration of the second case

We claim that |xpz;| < |x7zg|. Let [, h,t be the same as before, and denote a = |zgz(],
b= |rpxs|. Then, |xpz1|* = (t +a)? + h?%, and |z;2p]? = (b —t)? + h2. Note that here we have
the same condition on t as in the previous case: 2t — [ < 2\h?. Therefore, since a + b < 4e,

lzpzr|? — |zrze? = 2(a + b)t + a® — b® = (a + b)(2t — (b —a)) = (a + b)(2t — 1)
< (a + b)2\h? < 8eAh? < 8eM|zrzp|?.

Thus we have obtained
lzpzr? < |erzp2(1 4 8)). (4.5.10)

The claim is proved. Note that in the last inequality of (4.5.6), we can change |xgzg| to |zEz1]|.
Therefore, in order to get that |xpys| ~ |x;yr| we can use the same approach as in Case 1.1.

Case 3. One point inside, one on the boundary. Note that in Case 1.1., when proving
that |xrz7| =~ |rEpze| we could as well assume that |yryg| = 0. Therefore this situation can be
handled in the same way. O

Corollary 4.5.3. T is a bi-Lipschitz homeomorphism of V.

In order to prove the continuity of the extension operator in the following subsection, we will
frequently use the integration by substitution formula for T'. This fact is well-known, it follows
conveniently from the result of Hajlasz [85, Appendix], but we note that it has been known for
much longer, see the book of Rado and Reichelderfer [132, V.2.3].
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Lemma 4.5.4. Let U and V be open subsets of R% and assume that T: U — V is a bijection such
that T and T~' are Lipschitz with constant ¢ > 1. Then T maps measurable sets to measurable
sets and for every nonnegative measurable function u: V. — R we have

(l/c)d/vu(x) dz < /Uu(Tx) dr < cd/ u(x) de.

v

4.5.2 The extension operator

Let D be a C1! open set. We will use the reflection 7' constructed in the previous subsection
in order to construct extensions for functions from the space F5 (D) defined in (2.3.18).

We let W =V N D with V' the same as in Definition 4.5.1. The extension of g € F2(D°)
is done by mirroring the value from the reflected point, but since 1" is only defined near the
boundary, we use a cut-off function, so that effectively we only need to prescribe the values in
W. The details are given below.

Definition 4.5.5. Let ¢ € C®°(R") satisfy 0 < p <1, p =11in D¢ and ¢ =0in D\ W. We
define the extension operator A: Fho(D¢) — Fy2(R?) by the formula A(g) = g, where

g(x), r € D¢,
9(x) = 4 g(Tx)p(z), €W,
0, x e D\W.

Theorem 4.5.6. Let Cr > 1 be the Lipschitz constant for the reflection operator T’ of Definition
4.5.1, associated with a CY' bounded open set D. Assume that v is unimodal and suppose that
we have

v(Br) Sv(r), Be[Cr' AL 1], r>0. (4.5.11)

Then the extension operator A from Definition 4.5.5 is continuous from Fy2(D¢) to Fyo(RY).

We note that the condition (4.5.11) yields the strict positivity of v. However, it is mild
enough to include even finite Lévy measures v, but for such measures the extension problem
becomes trivial because the L? norm dominates &, cf. Remark 5.4.6.

Proof. Let g € Foo(D°), i.e., g € L*(D°) and [p. [pe(g(x) — g(y))?v(z,y) dydz < co. In order
to show that A is continuous, we need to estimate HﬁH%Q(D) + £[g] by a multiple of HgH%2 2(D)"

The estimate for the L? norm is straightforward:

/]Rd g(x)? dx:/ dac—i—/ dx—/cg(x)zd:z—i—/ g(Tz)?p(z)? dz

< [ glx) dx—i—/ (Tx)*dz < | g(x) dx—i—/ 2dz <2 [ g(z)?da.
De De De

In order to estimate £[g], we split it into three parts, cf. Lemma 3.2.1:
/ / v(z,y) dydz —/ / y))?v(z,y) dyde (4.5.12)
Rd JRA .
+2/D/ (G(x) = g(y)*v(x,y) dyde (a)
[ [ @@ 3w vy dyde. (b)
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There is nothing left to do in (4.5.12). Let us estimate (one half of) (a):

Jo Jp @) —stwPria i anaz = [ [ ) = stoPuiepaniz )
+

9(y)*v(z, y) dydz. (a2)
D\W JDe

Recall that §(z) = g(Tz)¢(x) for € W. By the triangle inequality we have
9(Tx)p(x) = g(y)| < |9(Tx)p(2) = 9(y)e()| + l9(y)p(x) — g(y)],
hence (al) is less than or equal to
[ (a(02) = a@le@) + o) = 9(w)e(@))v (e, y) dyd
<2 [ 9?0 - p@)v(a,y) dyde (all)
+2 [ [ (0@2) = 9w)Pe(e)via.y) dyde, (a12)

Using that ¢ is smooth and ¢ = 1 on D¢, we get |1 — ¢(x)| < d(z, D°) for & € W. Therefore we
can estimate (all) as follows

| s = e@pvaydyde = [ g [ (1= p@)v(a.y) dody
W J D¢ De

w

S [ aw? [ dw.D%u(wy) dudy.
De w

Note that if ¢ = ¢ vV 1, then we have d(z, D) < ¢(1 A |z —y|) for every x € W and y € D°. Since
v is the density of a Lévy measure, we get

[ 9w? [ e ety < [ gw? [ @nfe-yPviey) dedy

<c / (1A |z da:/ gy
Thus, (all) is estimated. In (al2), the substitution Tz — x and Lemma 4.5.4 yield:
I C<g<Tx> - 9(9)e(@)v(a,y) dyd
/ / 20(T)2 (T, y) dyda. (4.5.13)
TW JDe

For z € TW and y € D¢ we have |z —y| < |z —Tz|+|Tz—yl|, and |Tz—y| > d(Tz, D¢) = 2Tx|,
hence |z — y| < 3|Tz — y|. By the unimodality of v and the assumption (4.5.11), we get
v(|Tz — y|) < v(3lz —y|) S v(Jz — y|). Therefore, the integral in (4.5.13) is estimated from

above by

/ / 9(x) — 9(1)2p(Ta) (2, y) dyda < lgl1% (o).
TW c ’
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In order to estimate (a2), we note that for every y € D¢ we have d(y, D \ W) > e with € from
Definition 4.5.1. Hence,

/ g(y)2/ v(z,y)dedy = / g(x)’v((D\ W) — z)dz < v(B(0,¢)°) g(x)?* dx.
c D\W De De
Since g =0 on D \ W, the term (b) can be split as follows:

(z) — §(y)*v(z,y) dyds = (Tx)p(x) — g(Ty)p(y))*v(z,y)dyde  (b1)
J, /@ Ji St

+ 2/ / g(Tx)?p(z)?v(x, y) dyde. (b2)
w JD\w
We use the triangle inequality in order to estimate (b1) from above by

2 [ [ o(Tai(e) - e(y) vz, y) dyda (b11)
w JW
+2 [ [ (9(T2) = o(Ty) o) v (a,y) dyda. (b12)
In (b11) we have
[ a@? [ @ —ew)Prapdue s [ o@)? [ fe—ylria.y) dyde
N/ (1A JylPw dy/ 9(Tx) dx~/ (1A P dy/ 2)?de < (|9l 2(pey-

We know that Ct|x — y| < |Tx — Ty| < Cr|z — y| holds for all z,y € W. By substituting and
by using the unimodality and (4.5.11), we can estimate the integral in (b12) as follows:

/ /(g(Tw)—g(Ty))Qw(y)%(w,y)dydw
w JW

S o) = o). Ty) dyda
S @) = )Py dyde < gl o

Note that for every x € W and y € D\ W we have p(z)? < |z — y|?, thus (b2) is bounded from
above by a multiple of

| a@? [ e —yPraydpde < [ @APu@dy [ o0 des [ g
w D\W ™W

This ends the proof. O

As a consequence we obtain another set of explicit conditions which guarantee the existence
and uniqueness of solutions to the Dirichlet problem. We note that it is less exhaustive than
Corollary 4.3.2, because of more restrictive assumptions on g.

Corollary 4.5.7. Let v and D satisfy the assumptions of Theorem 4.5.6. If g € F52(D¢) and
f € L3(D), then the Dirichlet problem (DP) has a unique weak solution.
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Chapter 5

Triebel-Lizorkin spaces with
reduction of integration domain

5.1 Introduction

The content of this chapter comes from the author’s paper [138]. We assume that D C R? is a
domain and we let p,q € (1,00).

The structure of the Triebel-Lizorkin spaces may differ from that of the nonlocal Sobolev
spaces, which calls for a slightly different class of kernels than the Lévy kernel v. Namely, we
let K: R? x R? — (0,00] be a unimodal kernel satisfying [pa(1 A |y|?)K(0,y)dy < oo, which
for ¢ = 2 reduces to the integrability condition for a Lévy measure. As a generalization of the
spaces Fyo(D) from Subsection 2.3.2, we define the Triebel-Lizorkin spaces on D as follows:

Fpg(D) := {u e IP(D): /D (/D u(z) — u(y) K (z, ) dy)z dz < oo} (5.1.1)

We endow F), ;(D) with the norm

lullg o) = llullzoco) + (/D (/D u(e) — u(w)"K (@,y) dy) dx)p

Originally, Lizorkin [118] and Triebel [152] defined their spaces for D = R¢, by using Paley—
Littlewood theory and the spaces on subsets D C R? are defined, in a sense, as trace spaces, see
Triebel [153, page 192], but this is slightly more involved than reducing all the integrations to D
as we do above. Our definition of F, ,(D) for K (z,y) = |x —y|~¢~*? coincides with the classical
ones under various assumptions for D and the parameters p,q, s, d, see [128, 152, 153]. We
acknowledge the fact that the original approach is widely used in analysis and its applications,
also in the PDEs, see, e.g., [7, 33, 79]. However, in the sequel we will not discuss or use the
original definition, as our main point of interest is the following Gagliardo-type seminorm

([ ([, o) -tk o) )’ 512

which will be called the full seminorm. The seminorm (5.1.2) seems to be a more natural
way of defining the spaces (compared to the classical approach of Triebel and Lizorkin) if the
starting point is p = ¢ = 2, e.g., fractional Sobolev spaces in nonlocal PDEs which was seen
in the preceding chapters (mind the integration domain), or Dirichlet forms for Hunt processes
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[18, 72]. Tt is also suitable for kernels K more general than |z — y|~%7%9, which is of course of
interest in the fields of nonlocal operators and stochastic processes.

In order to present the general goal of this chapter, we let # € (0,1] and we define the
truncated seminorm:

(/D (/B(m,eé(:p)) [u(z) — u(y)l'K (@, ) dyﬁ dx) g (5.1.3)

The problem, which we address below in various settings, is the comparability of the full and
the truncated seminorm. Should the answer be positive, we call this occurrence a comparability
result.

Here is our first comparability result. We recall that the uniform domains were defined in
Subsection 2.1.3.

Theorem 5.1.1. Assume that D is a uniform domain and that K satisfies B1, B2 and B3
formulated in Section 5.2 below. Assume that 1 < g < p < co. Then for every 0 < 6 <1,

(/D (/D u(@) = u(y)[*K(z,y) dy)g dx)é

) </D </B<x’96(z)> u(@) = u(y)|"K(z,y) dy)g dx)i

The comparability constant depends on p,q,0, D and the constants in assumptions B2, B3.

This is a generalization of one of the results from the work of Prats and Saksman [128,
Theorem 1.6], who proved it for the kernels of the form K (z,y) = |z —y|~¢ % for s € (0,1). We
note that the restriction p > ¢ was overcome in the recent article by Prats [127]. As it turned
out later, the comparability for the classical Triebel-Lizorkin spaces can also be recovered from
the much earlier result of Seeger [140, Corollary 2].

In Theorem 5.1.1 we adapt the method of proof from [128] for a wide class of kernels of the
form K(z,y) = |z — y|~%(Jx — y|)~%. The most technical assumption B2 is tailored for the
key Lemmas 5.2.2, 5.2.3, however in Subsection 5.4.2 we argue that it amounts to at least a
power-type decay at 0, and for unbounded D at least a power-type growth at oo, of ¢.

A comparability result for very similar forms (identical to ours for p = ¢ = 2) was established
by Dyda [60, (13)] and was used to obtain Hardy inequalities for nonlocal operators. More
recent results on the reduction of integration domain in fractional Sobolev spaces include Bux,
Kassmann and Schulze [35] who consider certain cones with apex at x instead of B(x,d(x)), and
Chaker and Silvestre [38] who give a more abstract restriction in the vein of the volume density
condition, cf. (2.1.1) and see [38, Lemma 2.1]. Independently of the author, Kassmann and
Wagner [102] have also proved comparability results which extend the ones from [128], allowing
kernels with scaling conditions for p = ¢ = 2. These articles provide plenty of applications of
the results concerning the reduction of integration domain, see in particular, the references in
[38]. Here we are more focused on the very phenomenon of the comparability.

Notably, we go beyond the uniform domains, where the methods used by Prats and Saksman
in [128] are no longer available. Namely, in Section 5.6 we prove the following result for the
infinite strip-like domains.

Theorem 5.1.2. Assume that p = q = 2. Let D = R* x (0,1)! € R**! with k,1 > 0. For
d=k+1let K(z,y) = |z —y|~" with a € (0,2). If k—1—a < —1, then the seminorms
(5.1.2) and (5.1.3) are comparable.
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We also construct a counterexample for a < 1 and £ = [ = 1. This shows an intriguing
interplay between the kernel and the width of the domain. Heuristically speaking, it can be seen
both in Theorem 5.1.2 and in Subsection 5.4.2 that the comparability holds if the stochastic
process corresponding to the jump kernel K - 1pyp and the shape of the domain D favor small
jumps over large jumps. We remark that the connection between the jump kernel and the
stochastic process on D is a very delicate matter. In Section 5.7 we present a short discussion
of this subject and we place our comparability results in this context. To this end we introduce
the basics of the theory of the Dirichlet forms.

Another object of our studies in this chapter is the 0-order kernel K (z,y) ~ |z — y|™%, to
which we devote Section 5.5. In Example 5.4.7 we show that in general the comparability does
not hold for this K, but by establishing suitable counterparts of Lemmas 5.2.2 and 5.2.3, we
obtain an estimate of (5.1.2) by a truncated seminorm with a slightly more singular kernel, see
Theorem 5.5.1 below.

5.2 Assumptions and key lemmas

We remark that the geometric notions used in this chapter, in particular the uniform domains,
were discussed in Subsection 2.1.3. In the sequel we will consider the exponents 1 < ¢ < p < oo
and the assumptions are subordinated to them. As usual, p’ = z% is the Holder conjugate of
p. We also let

N(r) = inf{k € N : 2% > diam(D)}, r > 0.

We have N(r) = oo for every r > 0 if and only if D is unbounded.
We assume that the kernel K is of the form K (z,y) = |z —y|~%¢(]x —y|) 79, where ¢: (0, 00) —
(0, 00) satisfies
B1 (LA [y|)ly[~*¢(lyl)~¢ € L'(RY),
1

B2 ¢ is increasing and there exists ca > 0 such that for ¢; = min(q,p — s), by = ;=1 and for
every 0 < r < diam(D), we have

o _
= p(2hr)h
and N e
Z (27" r)" < e

B3 There exists cg > 1 such that for every 0 < r < 3diam(D), we have ¢(2r) < cz¢(r).

In particular, we allow unbounded domains in which the scaling conditions B2, B3 become
global. Note that B1 is a Lévy measure-type condition, which assures the finiteness of (5.1.2)
for smooth, compactly supported u. If ¢ = 2 and ¢(r) = r°, s € (0,1), then K corresponds to
the fractional Laplacian of order s and all the assumptions are satisfied. The conditions B2 and
B3 imply certain scaling for K, see Subsection 5.4.2 for the details. The exponents ¢; and ts
in B2 stem from the five instances of usage of Lemma 5.2.2 and 5.2.3 in the proof of Theorem
5.1.1. Since ¢ is increasing, the bounds in B2 hold for all larger exponents in place of ¢; and ¢s.
We note the following, frequently used below, consequence of B3 and the monotonicity of ¢: if

z Sy, then ¢(y)~! < ¢(a) "
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Remark 5.2.1. The proofs appearing in this and the following section involve many ‘<’ and
‘27 signs. We would like to stress that any comparability for ¢ stems from B2 and B3. In
particular, for fixed p,q the constants can be chosen to depend only on the geometry of D
(including the dimension) and the constants in B2 and B3 wherever ¢ is used.

The next lemma provides some inequalities for the non-centered Hardy—Littlewood maximal
operator (denoted by M) with connection to the kernel K. It is inspired by the results of [128,
Section 2] and Prats and Tolsa [129, Section 3]. Recall that for the dyadic cubes @, S we let
D(Q,S) =1Q) =d(Q,S) +1(S), cf. Subsection 2.1.3.

Lemma 5.2.2. Let D be a domain with Whitney covering VW and let ¢ satisfy B1, B2 and B3.
Assume that g € L} (R?) is nonnegative and 0 < r < 3diam(D). For every n > min(q,p — g),
QeW and x € D, we have

9(y) dy My(x)
/Dﬂ{x yl>r} |2 —y I%(!as—yy) S ol (5.2.1)
Z Js9(y)dy < infaeq Myg(x) (5.22)

D(Q, 8)*¢(D (Q,S))” RO L

$:D(Q,8)>

and

3 1(8)? < 1
$ow D(Q, 9)6(D(Q,8)" ~ o(1(Q))"

Proof. Let us look at (5.2.1). For clarity, assume that D 5 z = 0. Since 1/¢ is decreasing, we
get

(5.2.3)

/ o(r)" dy Z/ 9(y) ¢(r)" d
D

N{lyl>r} !y\% Iy\ k=lp<ly|<2br \y!d o(lyh)n

< Z 2k: 1
< Z 2k 1 Mg(0).

The sum is bounded with respect to r thanks to B2. In order to prove (5.2.2) note that if
D(Q,S) > r, then for every z € Q, y € S, we have |[x —y|+7 < D(Q, S). Therefore, by B3 and
the fact that ¢ is increasing, for every x € ) we have

1

)1 | Boky| Jok=1r<|y|<2br

y) dy

)" [s 9(y) dy ¢(r)"g(y) dy
2 (Q S)dcb( (Q’S))”S/ (lz =yl +7)do(|x —y| +r)

S:D(Q,S)>
o(r)"g(y) dy M
= /Dﬂ{lac—y|>r} |z — y|dp(|lz — y|)" t /|x_y|<r A ()
o(r)"g(y) dy 1
. /Dﬂ{xy>r} iz — yl7e(z — y))"  |Br] Jayi<r 9(y) dy.

The claim follows from the previous estimate. Since the constants in the inequalities do not
depend on z, the same holds for the infimum.

Inequality (5.2.3) can be obtained by taking ¢ = 1 and r = [(Q) in (5.2.2). In that case
D(Q,S) > r for every S, including Q. O
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The following lemma is an extension of [128, (2.7),(2.8)].

Lemma 5.2.3. Let n > min(q,p — g), K> assume that B2 and B3 hold, and assume that

W is admissible. Then,

1
q—1’

> oUR)TTS e(UP) T (5.24)

R:P€Sh,(R)
Furthermore, if S € Sh,(R), then

> o(UP)" S o(U(R))". (5.2.5)

P€[S,R]

Proof. Since the cubes are dyadic, we may and do assume in (5.2.4) that [(P) = 2P0 for some
po € Z. Every R which satisfies P € Sh,(R) must be at a distance from P smaller than
a multiple of I(R), therefore there can only be a bounded number ¢ of such cubes R with a
given side length. Furthermore, the considered cubes must be sufficiently large to contain P
in its shadow, that is I(R) > 2P0~ with Iy € Ny independent of pg. We also obviously have
I(R) < diam(D). Thus, the sum in the first assertion can be bounded from above as follows:

po+N(2P0) po+N(200)
Yo eR)TT<e D (M) =c Z o2 )M+ D g(2F)
R:PeSh,(R) k=po—lo k=po—lo k=po+1

The sums are estimated by a multiple of ¢(2°)~" using B3 and B2 respectively, which proves
(5.2.4).

As in the proof of [128, (2.8)] we may deduce that if S € Sh,(R), then there is a bounded
number ¢’ of cubes P € [S, R] of a given side length. Furthermore, for every P € [S, R] we
have I(P) < 2"t where [(R) = 27 and [y is a fixed natural number independent of S and R.
Therefore we estimate (5.2.5) as follows:

ro+lo o ro+lo
Do PN < D e@) = D0 e@N) Y o2
P€[S,R] k=—o00 k=—o00 k=ro+1

The first sum is bounded from above by a multiple of ¢(27)" because of the second assertion
of B2 and the second is handled by using B3. This ends the proof. O

5.3 Proof of Theorem 5.1.1

Proof of Theorem 5.1.1. Obviously it suffices to show that the truncated seminorm dominates
the full one up to a multiplicative constant.
We will work with dual norms (cf. Hytonen et al. [91, Theorems 13.10 and 13.21]), namely

sup /D /D [u@) = u(y)llz =yl é(lx — y) " g(w,y) dyda. (5.3.1)

920

“g“LP/(LfI'(D))Sl

From now on, g will be like in formula (5.3.1).
First let us take care of the case when z and y are close to each other. By the Hoélder’s

inequality, we get
Qew /@ /2@ Ix—y\ d> va—yl)
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1
7

D) —u@lt N\ .
<>/, /Q \x— oty )" ([ ot an)” @

Qew

(x| /m |x— \% !x—>Z!) dy)zdxy

QeW

What remains is the integral over (D x D)\ Ugew @ X 2Q = Ugew @ x (D \ 2Q) =
Ug.sew @ x (S'\ 2Q). We claim that in this case |z — y| ~ D(Q, S). Indeed, since y ¢ 2Q, we
immediately get [(Q)<|z — y|. Furthermore, if [(S) > I(Q) and |z — y| < 2I(S), then Q C 585,
and by Definition 2.1.12 we get 1(Q) > ll (S) which proves the claim. Therefore, by B3 we get

Z/ /\2Q - (y)lg(z, y)d da

yl ¢z —yl)

y)lg(z,y)
< dydz. 5.3.2
bl g sy s o

Let ug = ﬁ Jouw(z)dz. By the triangle inequality (5.3.2) does not exceed

—uQlg(zy) oo A
Z//SD@S oAD@Q.9) ™
/ / |UQ uQs g($7y) dydl‘ (B)

5 D@ (D@, 9))
/ / ‘“QS —uWlo@y) g g, (C)

D(Q,5))

Recall that Qg is a fixed central cube in the admissible chain [Q, S]. By using Holder’s inequality
and (5.2.3) we can estimate (A) from above by

> @) =gl (| ote.)” a)
1

ST )= el [ ato)” )" s e (533

(5, iy o)

Now, by the definition of ug, Jensen’s inequality and B3 we get
1
q 2 ?
)< / —u( )| dy qda:)
w33 sa@y )
1
u(y)|? ¢ )p
dy) dz | .
(2, A )

Let us consider (B). If we denote the successor of P in a chain [@,S] as N(P), then by the

triangle inequality
</ / g dydz Z |UP—UN(p)|>.
Q.5 S D(Q,9)16(D(Q, S)) PE[Q.Qs)

-Q\‘H
Q=

dx

1(S)4
(ES: D(Q, S)p(D(Q, S))q)

U=
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Recall that N (P) C 5P and for every P € [Q,Qs], @ € Sh(P), cf. Subsection 2.1.3. For such
P it is also true that D(P,S) ~ D(Q,S), see [128, (2.6)]. Therefore, by B3 we estimate (B)
from above by a multiple of

Z//SP |P|]5P\ Lagae s /Z/ ( (PS))dyda:.

QeSh(P

By the Holder’s inequality and (5.2.3) this expression approximately less than or equal to

u(€) - ) L
> L i e e ( [ ote)” dv) S (5.3.4)

Let G(z) = ([p g(z,y)T dy) By [128, Lemma 2.7] we have [ggy(p) G(2) dz < ig}fDMG(y)l(P)d.
y

Using this, the Jensen’s inequality, the Holder’s inequality and the fact that the maximal oper-
ator is continuous in LP/, p’ > 1, we obtain

I(P)¢
ZIPH5P|¢ ) Jo o 106) — 0(IMIGE) dac
o [ MOQ (e o)
D L /E)P| (€)= u(©) ds) a

Since |£ — (| < 5I(P), (B) is estimated.
Now we will work on (C). Since D(Q,S) =~ l(Qg), by B3 we obtain

!U Y)lg(z,y)
<Z// ng))y vl

Furthermore, for every admissible chain we have @, S € Sh(Qg), therefore for every Q,S € W
we have

(Qs,Q,5) € |J {(R,P,P'): P,P' € Sh(R)}.
ReWw

Consequently, the following estimate holds:

DD //'“R ())y)dydx. (5.3.5)

ReW QeSh(R) SeSh(R

By Holder’s inequality the above expression does not exceed

1

(Josxcr |w,a—u<y>\qdy)é Y
Rg\, I(R ) #(I(R)) /SH(R)</SH(R)g(x’y) dy) de
(fSH(R) |UR - U(?/)\qdy)
G(z)dz.

< I(R ) o(I(R)) /SH(R) @

Rew

Q=
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By the last estimate of [128, Lemma 2.7], the fact that 1nf MG < ; TR Jr MG and the Holder’s
inequality we get that

1 ;
o) < S ur — u(y)|?d MG(€) ¢
5% (())(/ ur — u(y) y> JRLE6

( = /Rpl))</sn( )’uR _u(y”qdy)sdf) IMG ()

Rew

[(R)? 5)
< dp— ur —u(y)|?d .
a <R;VI(R)‘1¢(Z /| ; ) y>

)P " SeSh(R

B =

Let [S, R] be an admissible chain between S and R. Then, after using the inequality |ug —
u(y)|? S |ur —usl? + |us —u(y)|?, we get

S..

. BN
<c>Pszl§R)( DS uP—uN<p)\z<s>d>

Rew I(R) @ ¢(I(R))P \ SeSh(Rr) Pe[S,R)
(

+Z ij < Z /\us—u \qdy> = (C1) + (C2).

Rew l(R) @ ¢(I(R))P \ sesh(r

1
If we write up — upn(py = (up — uN(p))(W( DY then by Hélder’s inequality we estimate (C1)
®

from above by

SIS

Zl(Rd< 3 Z — up(p)| U (Z¢

Rew [(R) 7 ¢(I(R))P \ seSh(R) P€[S,R) ¢(U(P)) P€[S,R)

Q ‘Q\
~—
Ua
v

By Lemma 5.2.3

D
q

d up — U
ez ¥ Wpumpir( x>y Mromnlge)”

Rew l(R) @ SeSh(R) P€[S,R) o(1(P))

Let us take py large enough for S € Sh?*(P) := Sh,,(P) and P € Sh*(R) to hold. Then
2 SeSh(R) 2-P€[S,R) ~ 2 PeSh?(R) 2osesh?(p)- We denote the sum of the neighbors of P as Up.
Since 3 gegn?(p) 1(9)? < I(P)?, we get that, up to a multiplicative constant, (C1) does not

exceed

(R ( (U(P) Jy, lup — u(©)] d&)" d> ‘

—o((R))« (P .
Rew l(R) @ () Peg(R) o(UP)) "

Since p > ¢, we can use the Holder’s inequality with exponent % to estimate this expression from
above by

I(R) ( (U(P) fy up — u(€)] dg)” d) < d) =3
L B(U(R)) T : i(p SRR
ReW Z(R)7 ( >) PeShQ(R) ¢(Z(P))q ) ( )

Q3
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2> (b(())Wp(l(P)_dePIUP—U(ﬁ)Idf)pl(P)d

AEW peshi () S(U(P))
UP)™ [, Jup —u(€)|dE)P1(P)? B
N = > P(I(R))a*.
P%:/v P(I(P))a R:PEZSI:P(R)

Furthermore, Lemma 5.2.3 and Jensen’s inequality give

3 UP)™ [, lup —u(€)|dE)"1(P)?

(CU= 2 ¢<Z<P>>p
<y 5 |“P ® ae (5.3.6)
Pew
u(©))e )5
< —d dé.
P%;V/ </ apy )

Since Up C 5P we have finished estimating (C1).
Now we proceed with (C2). By Holder’s inequality

B Z(R>d(1 L ( e (S)d(1_4)>5

d(1
ReW SeSh(R) i(s
<y d”‘)( 2 z<s>d>q_1 s Uslus —u(©)7d)s
 Rew o(L(R)) SeSh(R) SeSh(R) Z(S)d(rl)

P
q

(fi lus — u(€)|? d¢)
Rgvs% 1(S)" S V(R

By rearranging and using Lemma 5.2.3 we obtain

Q3

(C2) g Yo Uslts LT 5> ym) psZ([q'“Slz;;gqu&)q(z)

Sew 1(S)"s R:S€Sh(R) Sew

Hence, by Jensen’s inequality,

o0 i e [

SEW

Thus we have arrived at the same situation as in (5.3.6) and the proof is finished (we may need
to enlarge the constant C)y for small p). O

5.4 Examples of kernels

5.4.1 Positive examples

We will present some examples of kernels which satisfy B2 and B3.
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Example 5.4.1. Stable scaling is more than enough for B2 to hold. Indeed, if we assume that
there exist 1, f2 € (0,1) for which we have

p(Ar)

Mi< DL <N\ 0, A<,

¢(r)

then by the first inequality we get B3 and by the second inequality the series in B2 are geometric
and independent of 7.

Example 5.4.2. Assume that D is bounded. Let v € (0,1), ¢(r) = [log(1l 4 r)]” and let
R = diam(D). Note that for » > 0 we have

log(1 + 2r)
~ log(1+7r) —
Indeed, by looking at the derivative we see that the ratio is decreasing thus the inequalities
result from its limits at 0T and at oo. Therefore, ¢ satisfies B3. Furthermore for » < R the

lower bound can be replaced with a constant ¢ = ¢(R) > 1, hence both series in B2 become
geometric thus it is satisfied.

5.4.2 O-regularly varying functions

Definition 5.4.3. We say that ¢ is O-regularly varying at infinity if there exist a,b € R and

A, B, R > 0 such that
A(”)a < olr2) <B<T2>b (5.4.1)
/) T @) T \m o

holds whenever R < r1 < ry. Analogously, ¢ is O-regularly varying at zero if (5.4.1) holds for
0 < r; <71y < R. The supremum of a and the infimum of b for which (5.4.1) is satisfied are
called lower, respectively upper, Matuszewska indexes (or lower /upper indexes).

A nice short review of the O-regularly varying functions can be found in the work of Grzywny
and Kwagdnicki [82, Appendix A}, for further reading we refer to the book by Bingham, Goldie
and Teugels [13].

Assume B2 and B3. We will show that the assumptions enforce O-regular variation with
positive lower index at 0, and for unbounded D also at infinity, by using Proposition A.1 of [82].
Note that by B3 for 7 > 0, k € Z and z € [2¥!r, 28] we have ¢(z) =~ #(2Fr).

We first consider the regular variation at zero using [82, Proposition A.1 (c¢)]. Let R =

1

diam(D) and t3 = ;=;. Then, for every r € (0, R) and n € R we have

[e’e] o0 _kT' to
~ 3 st = (e Y0 28T g
k=1 ¢(T)

By B2 the latter sum is finite for n < 0, it is also bounded away from 0 because of B3. Therefore
we obtain that ¢’ (and thus, also ¢) has to be O-regularly varying at 0 with some lower index

ag > 0, that is
ao/t2
Cz(®) . v<nsnsn

The above condition yields a power-type decay at 0 for ¢. This could also be obtained using
the other summation condition from B2 by applying [82, Proposition A.1 (d)]. Note that the
obtained condition for ¢ yields (4.2.3) for K.
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The behavior of ¢ at infinity only comes into play when D is unbounded, thus we assume
that diam(D) = oo for the remainder of this subsection. Let r > 0, 7 € R and ¢; = min(q,p— %).
We have

- .- —t1 ok - —t - ‘Z’(T)tl —k
/T e Z:j @207 =70 Y St

By B2 and B3 the sum is finite and bounded away from 0 if n > 0. Thus ¢ is O-regularly
varying at infinity with upper index —as < 0, which is equivalent to the O-regular variation
with lower index an, for ¢ft:

aoo/tl
¢(r2)z(m) , R<ry <rp <oo.

5.4.3 Negative examples

We will show some examples for which the seminorms (5.1.2) and (5.1.3) are not comparable.
Assume for clarity that p = ¢ = 2.

Example 5.4.4. Let D = (0,1) C R and let K(z,y) = 1. Consider the function u(x) = z=7
with v € (0,1). A direct calculation shows that

/ / )2 dydx = 2(1 _127 “a _17)2) (5.4.2)

In particular, u belongs to the corresponding Sobolev space (actually the ‘Sobolev space’ is
L?(D) in this case). Let € € (0,1). We have

x+66(x) 1+5)
/ / )2 dyda < / / — u(y))? dyde
(1—¢)

B _1+>H—<1—e> S (49T - (1)
T (e L= o (5.43)

As v — 1 the ratio of the right-hand side of (5.4.2) and (5.4.3) goes to infinity which shows
that in this case the result from Theorem 5.1.1 does not hold.

Example 5.4.5. The preceding example gives an idea on how to show an analogous fact for
any nonzero K such that K (0 -) € L*([0,1]). On the restricted domain of integration we have
z ~ y. Therefore |-t — —| < L, hence

- S dydz. 4.4
/ »/B(:r{-:zs ) :U y dyde 5 / $27/ B(z,e6(x IL‘ y) yazr (5 )

On the other hand, since K is nontrivial, there exists n > 0 such that for every z € (0,n) we
have fnl K(z,y)dy > ¢ > 0. Therefore,

[ (-2 (x,y)dydx>/n/2/nl($17—7717>2K($7y)dyd1‘

/2 1 1
N/ pny K(z,y)dydz
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n/2 1
> / - d (5.4.5)

Note that the right-hand side of (5.4.4) is of the form fl “2) 4z with u(x) bounded and

27
lim u(x) = 0. Let us fix an arbitrarily small £ > 0 and let p be sufficiently small so that

z—0t

u(z) < € for x € (0, p). If we separate [ = [+ fpl, then we see that the ratio of the right-hand
side of (5.4.4) and (5.4.5) tends to 0 as v — 5 .

Remark 5.4.6. In previous examples the kernel was integrable. This means that

| @ —uw)* Ky dyde <2 [ [ u(@?K ey dyde < 2ulita ) 10,1 s

Therefore, even though the quadratic forms (5.1.2) and (5.1.3) are incomparable, the Triebel—
Lizorkin norm || - ||, ,(p) is comparable when we replace the full seminorm with the truncated
one.

Example 5.4.7. For K(x,y) = |x—y|~! on D = (0,1) the seminorms also fail to be comparable.
Consider the functions u,(z) =n A 1. Since

// ) —u(y))*K(z,y) dydz = 3 // y))’K (z,y) dydz,

we will assume that y < x and work only with the integral on the left hand side. Note that for
U = Uy, the integral over (0, %)2 vanishes. Therefore we have

/01 /()’”(un(x) — un(y))*K (z,y) dydz = L /l/n ( — y) K(z,y)dydx (5.4.6)
+ /l/n /01/" (n — x)QK(x,y) dydz. (5.4.7)

We first compute the right-hand side of (5.4.6). Note that the integrand is equal to (@y) S -
Y2z

7 “3%, so we get

/ / :U—2 / / —d dx—/ / —Qdydx—nlogn—2n+logn+2
1/nJ1/n y € 1/n l/ny z 1/nJ1/n YT

For (5.4.7) we only show the asymptotics. We have

1 1/n 1 2 1 1 2 1
/ / (n—) K(:c,y)dyda::/ (n—) <loga:—log(x—>)da:
1/nJ0 x 1/n x n
1 2 1-1/n 2
:—n2/ (1—1> log(l—) de =-—n / t 5 logtdi.
1/n nx nx 0 (1—1)2

For n > 2 we split the latter integral according to fl Yn [)1/2+f1 " The first one

converges, i.e., it is a (negative) constant. In the second one t? ~ 1 and logt ~ —1, therefore
1-1/n 42 1-1/n J¢
—n — = lo tdtzn(l—i—/ ):nl—i—lo n —log2). 5.4.8
/O A2 %% P ( g g2) (5.4.8)
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Thus we get the desired asymptotics

/01 /Ol(un(x) — un(y))2K (z,y) dydz ~ nlogn. (5.4.9)

We next consider the truncated case. For clarity, assume that € = % We have

1 rx
/ / (tn () — un(y))? K (x,y) dyds = / ( — ) K(z,y)dydx (5.4.10)
0 Jz/2 2/n Jx/2 )
2/n 1 2
/ ( - ) K(z,y)dydx (5.4.11)
1/n J1/n Yy
2/n l/n 1\ 2
/ (n— ) K(z,y)dydz. (5.4.12)
1/n x

For the right-hand side of (5.4.10) and (5.4.11) we note that

1 T 1 1
/ / (—) K(z,y)dydz < / 7ddﬂ§‘—f—1,
2/nJx/2 \T Y 2/nJzx/2 y €T 2

2/n  rx 1 1 2/n
/ / (—) K(z,y)dydx < / —dydx—nlog2——
1/n J1/n \ZT Y 1/n J1/n y x 2

The last integral (5.4.12) is estimated as follows

/12/n/1/n (n - > K(z,y)dydx = /ljin <n— i)2(log:§ — log (x— i)) dx

2/n 1\?2 1 12 42
:—n2/ (1—) <log<1—>+log2)dx§—n/ 5 logtdt =~ n.
1/n nx nx o (1—1¢)

To conclude, we get

and

/1/ (Un () — un(y))? K (x,y) dydz < n. (5.4.13)
0 T /2)

Since the ratio of the right-hand sides of (5.4.9) and (5.4.13) diverges as n — oo, our claim is
proven.

5.5 The 0-order kernel

Even though the comparability may not hold for K (z,y) = |z — y|~¢, we are able to obtain the
following embedding.

Theorem 5.5.1. Let D be a bounded uniform domain. Then, for every 1 < q < p < oo and
0 <0 <1 we have

(/ (/ & yg;_yyd y) dwf (5.5.1)

p

5(/ (/ MI)_—udUOg\x—va qdy> dx)p. (5.5.2)
D \JB@os(x) |z —yl

The constant in the inequality depends only on p,q,0, D.

|=
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In order to obtain this result we first prove an analogue of Lemma 5.2.2 for K (z,y) = |x—y| —d,
i.e. » = 1. For now every integral is restricted to D by default.

Lemma 5.5.2. Let D be a bounded domain with Whitney covering W. Assume that g € L}OC(Rd)
and 0 < r < diam(D). Then for every Q@ € W and x € D we have

[ < g o), 653

> fs(gc(? )S)y S inf Mg(z)(|logr|V1), (5.5.4)
5:D(Q,S)>

and

d
ng ig)s)dwllogl( )[V1. (5.5.5)

Proof. Let x € D. If we take R = diam(D), then proceeding as in Lemma 5.2.2 we get

[loga (R/7)]
[ T PIL < My(a) flogy (/)]

—al>r |y — x| = k-lp<ly—a|<2hr [T —

S My(x)(|logr|V1).

As in the proof of Lemma 5.2.2, in order to prove (5.5.4) we use (5.5.3), and we are left with

gydy 1
~ g9(y)dy < Mg(z)(|logr|V1).
/|I y‘<7’ (‘ﬂf - y‘ + T)d |B(IL’,T‘)’ B(:D,T) ( ) ( )(‘ ‘ )

Finally, (5.5.5) is obtained by taking r = (Q) and g = 1. O
We will also use the following result similar to Lemma 5.2.3.

Lemma 5.5.3. Let D be a bounded uniform domain with admissible Whitney decomposition VW
and let p > 0 and n > 1. Then, for every S € W we have

> 15 logl(S)| V1 (5.5.6)
R:S€Sh,(R)
If S € Sh,(R), then

> (logl(P)| V1) < ([log l(R)| v 1) 7. (5.5.7)

P€[S,R)

Furthermore, for every P € W
> (Jlogl(R)| v <L (5.5.8)

R:P€Sh,(R)

Proof. Throughout the proof we let [(S) = 2%, [(R) = 2", [(P) = 2P°, whenever the cubes are
fixed.

Arguing as in the proof of Lemma 5.2.3 we get that there is a limited number of cubes of a
given side length contributing to the sum in (5.5.6) and the smallest of these cubes must have
side length at least 250~ for some fixed natural number ly > 0. Therefore, if we let 2™ be the
side length of the largest cube in W, then we have

mo
15 Y 1=mo—so+lo+1~|logl(S) V1.
R:SGShp(R) k=so—lo
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As in Lemma 5.2.3, in (5.5.7) we have limited number of cubes of the same length and the cube
length cannot be larger than 20+ and smaller than 2°0=% (I5 may be different than above, but
it does not depend on S and R). Therefore we estimate the sum in (5.5.7) as follows:

ro+lo ro+lo
S (logl(PVI)"S S (MvD < S (kv
P€[S,R) k=s0—lo k:*—oo

Since 1 > 1, the latter series is finite and it is of order (|ro| V 1)1=7, which proves (5.5.7).
In order to prove (5.5.8) we argue as above in terms of the numbers of the cubes, and because
of n > 1 we get

> (logl(R)| V1) < Z (kv < S (B V1) T =c< .

R:P€Sh,(R) k=po—lo i —
]

Proof of Theorem 5.5.1. We proceed as in Theorem 5.1.1 starting with 1 in place of ¢. The
integrals over @ x 2@ are trivially estimated, because the kernel in (5.5.2) is larger than the one
n (5.5.1).

In (A) and (B) the modification is quite straightforward. Lemma 5.2.2 is used in (5.3.3)

1
and (5.3.4) respectively. Using Lemma 5.5.2 instead, we get respectively (|logl(Q)| Vv 1)e and
1 1
(|logl(P)| v 1)a. The remaining arguments are conducted with (|logr|V 1) ¢ in place of ¢(r).

1 1
Note that (|logr| V1) ¢ = (|log2r|V 1) ¢. We remark that this yields estimates for (A) and
(B) which are better than the ones in the statement, in fact both expressions are bounded from
above by

</D </B(x,06(x)) W ([log |z —yl| v 1 dy) dﬂU)p- (5.5.9)

Notice the lack of exponent ¢ in the logarithmic term. At this point we distinguish between
the case p = ¢ and p # ¢. In the former case the test functions g from (5.3.1) are defined by
the condition [;, [}, g(z,y)? dydz < 1, therefore (C) can be estimated exactly as (A) and (B)
because we can interchange the roles of @, S and x,y, using Tonelli’s theorem. Thus, in this
case we in fact obtain an estimate better than postulated, as the whole expression in (5.5.1) is
approximately bounded from above by (5.5.9).

For the remainder of the proof we assume that p > g. The procedure for (C) is also similar
to the one in the proof of Theorem 5.1.1, but the computations are slightly different in terms of
the exponents, therefore we give the details. There are no essential changes up to the moment
of splitting into (C1) and (C2), thus we make it our starting point. As in the proof of Theorem
5.1.1 we get

p

_ Z Z(R)d( ( Z /|u3_u |qd§lES) d(1-2) )

Rew SeSh(R) 1(s)™

P
ST us ([ us - u@rac) "
REW SeSh( )

We rearrange, use (5.5.6) and then Jensen’s inequality twice to obtain:

c2)£ > s ( [ IUS—U(f)!qOE)g( > 1)

Sew R:S€ESh(R)
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< Y US)(logl(s >rv1>(l(§,)d/rus—u<g>rqu)§

Sew
< Z (|[logi(S)| Vv 1) /!ug—u €)|P d¢
Sew
|u(¢) —u(§)]? a “
(|10gl( )IV1)rdC) de,
AT )

and thus (C2) is estimated, since % <1l<g.

In order to estimate (C1) we write [up —upr(p)| = [up —up(p)| % and we use Holder’s

inequality with exponent ¢ and (5.5.7):

=Y R X (5 jur— uven (logl(P) v 1)U(s))
Rew SeSh(R) " P€[S,R)
P

> <rlogz<P>rv1>—q’)q']q

P€e[S,R)

SIS

<Y (RN D (logl(R)| V1)~ ( DS |up—uN(p|<logl<P>|vl>qz<s>d).

Rew SeSh(R) P€[S,R)

By rearranging as in the proof of Theorem 5.1.1 and by using Hoélder’s and Jensen’s inequalities
we further estimate (C1) from above by a multiple of

S IR D (Jlogl(R)| V1) s

Rew

(x> (/UPWd&)q<|1og1<P>|v1>qz<s>d)

PeSh?(R) SeSh?(P

QIS

SIS

< S Doz ([ o sSac) Gogir) v ney)

Rew PcSh2(R)

<Y X (ost(RI V) E(ogl(P) VY [ jup —u(@)f ac

REW PeSh?(R)

We rearrange once more and use (5.5.8) (recall that p > ¢) and Jensen’s inequality to get that,
up to a multiplicative constant, (C1) does not exceed

> (ogtP vy [ fup—u©rag( X (logtm)v )

Pew P R:PceSh?(R)
S S (logl(P)| v 1) /U jup — u(©)]" d¢
Pew P
[u(¢) — u(®)) Y
P%;V/UP (/ ylogZ( ) V1) dg) de.

This finishes the proof. O
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Since the kernel in (5.5.2) is significantly larger than the one in (5.5.1), it is plausible that the
converse inequality is not true. We will show the existence of a counterexample when D = (0, 1),
p = q = 2. For an open interval I C R we let

FO(I):{uEL2 // |$_y| 2dydm<oo}

Flog(I) = {u€L2 // 2(|1ogya: yH\/l)dydaz<oo}.

We note that in Fiog(I) the logarithm is in power 1. This suffices for our present purpose,
because ¢ > 1 in Theorem 5.5.1.

Theorem 5.5.4. For every 6 € (0,1], there exists u € Fyp(0,1) N L>°(0,1) such that

1
L () — ()Pl — g~ (ol — yl] v 1) dyda = oc. (55.10)
0 JB(z,06(x))
Proof.
Step 1. First, note that the finiteness of the left hand side of (5.5.10) implies that u €
Fog (525 241 for a sufficiently large n € N. Indeed, if § > % for some natural number n > 2,

2n+1’° 2n+1
/2”“/2”“ ). (5.5.11)

then
2n+1 2n+1

1 1 Sy
// (...)Z// (...)2/ /
0 JB(,05(x)) 0 JB(z,0(x)/n) i1 7B (.3 1

We fix a number n for which (5.5.11) is satisfied.

Step 2. In order to construct the counterexample we will use the asymptotics of the Fourier
expansions of functions in Fy(I) and Fieg(I). We adopt the following convention for the Fourier
coefficients of an integrable function w on an interval (a,b):

]_ b Timax
ﬁ(m):b_a/ u(z)e” N dz, meZ.
a

Below, by u(m) we mean the Fourier coefficient on (0,1). Let u satisfy u(z + 1) = u(z) for
r € R. Let K(x,y) be equal to |z —y|~! (resp. |z —y|~'(]log |z —y|| V1)). We claim that given
u € L>(0,1), it belongs to Fy(0,1) (resp. Fiog(0,1)) if and only if

/ / —u(z — h))*K (0, h) dhdz < cc.

Indeed, we have
/ / ) — u(y 2K(xydydx—2/ / )2 K (z,y) dydz
— 2/ / — u(x — 1))2K(0, k) dhdz.

Therefore, it suffices to verify that fol le(u(x) —u(x — h))2K(0,h) dhdr < oo for bounded u.
Clearly we can assume that K (z,y) = |x —y|~!(|log|z — y|| V 1). Then,

/ / ) — u(x — h))2K(0, ) dhdx</ / _loghwdhdx
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/e rl/e _ oo h /e r1 1 1 11
- / / 98" qhdx + / = dhdz + / / = dhdaz.
0 x h 0 1/e h 1/e Jz h

All the integrals are finite, therefore the claim is proved.
By Parseval’s identity and Tonelli’s theorem we get

/01 K(0, ) /Ol(u(x) —u(z — )2 dedh = /01 K(0,h) 3 [a(m)P|1 — e2mimh 2 p

meZ

1 1
= a(m)? — Zmimh)2 = a(m)[? — cos(2mm .
=3 )P - RO R =2 3 i) [ (= cosmmb)K(O.1) dn

Now let us inspect the remaining integrals for both cases of K. For m # 0 we have

11— 2rmh Im| 1 — 27h
/ L = cos(2mmh) )dh—/ 1= cos@27h) 4y~ Tog |m.
0 h 0 h

In the logarithmic case

Iml 1 — cos(2
(—logh\/l)dh:/ 1= cos(2rh)
0

/1 1 — cos(2wmh)
h

h
(—log — Vv 1) dh ~ log? |ml.
0 m|

To summarize, for bounded functions we can characterize Fy(0,1) by

Z [i(m)|?log |m| < oo (5.5.12)
meZ,m#0
and Fig(0,1) by
Z i(m)|*log? |m| < oc. (5.5.13)
meZ,m#0
n n+1

The same characterizations hold for I = (5, T m) and the respective Fourier expansion.

Step 3. We give an example of u € Fy(0,1) N L*°(0,1) for which (5.5.12) is satisfied and
(5.5.13) isnot. Form = (2n+1)2!,1 = 1,2, ..., we put a(m) = 13% For other m we let u(m) = 0.
Note that u is ﬁfperiodic. Therefore the j-th Fourier coefficient of u on (anl, 27;:;11) is equal
to its (2n + 1) - j-th Fourier coefficient on (0,1). Since (@(m))mez is summable, u is bounded.
Furthermore 1~3log[(2n + 1)2'] = I72log2 + I3 log(2n + 1) and I~3log?(2') ~ I='. Therefore
(5.5.12) is satisfied and (5.5.13) is not. By (5.5.11), the proof is finished.

O]

5.6 Comparability in non-uniform domains

In this section we examine the strip R x (0,1) which is a non-uniform domain. We will show
that the comparability fails for fractional Sobolev spaces with o < 1. Then we prove that for
a > 1 and slightly more general kernels the comparability holds. Later, we present a higher-
dimensional case in which the comparability may also hold for & < 1 in non-uniform domains.
For clarity of the presentation, we assume that p = g = 2.

Example 5.6.1. Let D = Rx (0,1) and let K (z,y) = |z —y|~2®. Recall that D is not uniform,
cf. Subsection 2.1.3.
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We will show for o € (0, 1) the comparability does not hold. Consider a sequence of functions
(up) given by the formula u, (x1,z2) = (1— %)\/0. Since u,, are constant on the second variable,
for every € € (0,1) we have

un Un o
// y|2+ay dydx—// (up(z1,&) — un(yr,€ //]a:—y| 2= Qyodzody da; .

Let the integral over (0,1) x (0,1) be called k(x1,y1). We claim that x(x1,y1) is comparable
with |z1 — 91| 727 if |21 — y1| > 1 and with |27 — 31|71~ otherwise. Indeed, we have |z — y| ~
|z1 — 1] + |w2 — w2l If [z1 — 1] > 1, then

1 1 1 1
/0 /0 |z — y| "2 ¥ dyadas =~ |21 — y1|727a/0 /o dysdas = |z — 1|27

For |z1 — y1] < 1 note that for fixed a > 0,

1 g1 Lz
o [ o =l o = a5 [ s = )

1+« 1 1
a —1l-« R e 1 1 / Z2\—1-«
1+a/o(a (0 ae) ) duy = 970 = 7 0( ) 2

For a = |r1 — y1| < 1 we have z3/a > x2, so the latter integral is bounded from above by
€ (0,1). Thus the whole expression is approximately equal to a positive constant which proves
our claim.
The shape of D grants that for every 6 € (0, 1] we have

un Up,
// ) 2+ay dydw<// (un(21,8) — un(y1,€))*k(21, y1) dyrday.
B(x,08(x y| B(z1,1)

To simplify the notation we will write u,(x1) = u,(x1,&) for some fixed £ € (0,1), € R. Since
uy, is Lipschitz with constant 1/n, we have

L[ ) = unly) Pt ) dypdan
R xy,l
= [ o ()~ )l — ™ g
Il»
n+1 -
- / o ) =)oy =17 iy
xl?

n+1 1
/ / \901 y1|" " dyrday =
zla

Thanks to the fact that o < 1, the full seminorm is significantly greater as n — oc:

0 -n
/R/R(Un(wl)—Un(yl))zﬂ($17y1)dy1dx1 Z/n/ 1 — 1| 727 dyrdas

2

1 1 on/2 1
_31+a(3:1+n)+a 1+an+°‘ ne

Lemma 5.6.2. Let D = R x (0,1). If f: R — [0,00) is radial, then [(1V |z|)f(x)dz =~
Jr2 f(z)dz < oo with a constant independent of f.
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Proof. Note that for n € N the area of DN (B, \ B,—1) is comparable to the 1/n-th of the area
of the annulus B,, \ B,—_1. Therefore by the rotational symmetry of f we get

/D(lle\ d:cNZ/ deZ/n\Bnl )dx:/RQf(x)dx

DN(Bp\Bn_1)

The case of @ € (1,2) is included in the following result.

Theorem 5.6.3. Let D = R x (0,1). Assume that K satisfies B1, B2, B3 and
>on>1 Jponye K(0,2) dr < oo. Then the seminorms (5.1.2) and (5.1.3) are comparable.

Proof. We split the domain D into open unit cubes @,, centered in (n,1/2), n € Z, so that we

have D C |J Q. If we let L, = Int[Q,—1 UQ, UQp11], then L, is a uniform domain, hence
nez
by Theorem 5.1.1

/n/n ) —u(y))*K (z,y) dydz ~ /n/ oot (u(yc) — u(y)?K (z,y) dydz

with the constant independent of n. Therefore for every 0 < 6 < 1,

/D /B(x,%(x))(u@) — u(y))?K (z,y) dydz ~ %:Z / / U)K (2.y) dyda
ane:z/ / D)2K (z,y) dydz,  (5.6.1)

so it suffices to show that the latter expression is comparable with the integral over D x D. We
have

// ) —u(y))?K (z,y) dydz = Z/ / K(z,y)dydzx

1,jEZ

NZ Z / / K(z,y) dydx—{—Z/ / y))2K (z,y) dydz.

1€Z j+1<i 1EL

Clearly it suffices to estimate the first summand. Since the cubes are far apart, we have |z —y| ~
li — j| for z € Q;, y € Q;. Hence

Z Z // )2 K (z,y) dydz

€L j+1<i
S22 / / x) — uq,) K (z,y) dydx
1€Z j+1<u
+> > / / y) = uq,)*K(z,y) dydz
1€Z j+1<i
DD / / UQu i — U@, ) |w — y| K (2,y) dydz. (5.6.2)
€L j+1<ij<n<i

In this inequality we have used (a1 + ...+ am)? < m(a? + ... +a?,) and |Q;| = |Q;| = 1. For
the first term we use Jensen’s inequality and the fact that the sum over j is uniformly bounded
with respect to ¢ and = € Q;:

Z/ ) = uQ;) Z/ Kwydydx<2// )2 dydz.

iE€EZ Jj+Hie i€EZ
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The latter expression does not exceed (5.6.1). The second term can be estimated in a similar
way after changing the order of summation.
By Lemma 5.6.2 the additional assumption on K is equivalent to

Z/ |ac|KOx)dx<oo
B(0,n)°

n>1

We change the order of summation and use that fact to estimate (5.6.2):

Yo > (g —uq,) //\x—y!ny)dydx

1€Z j+1<i j<n<s
=D (U@ —u@)? Y Y / / |z — y| K (z,y) dyda
nez i>n j+1<1
i<n
N Z UQni1 — uQn < Z/ / )) dydx
nez nez QWH
Y[ [ ) - u)K ) dyae,
nez Q"+1

O]

Proof of Theorem 5.1.2. The idea is similar as above. We split D into a family of unit cubes
(Qi)iezr and we let L; = Int[U{Q;: B(zq,, Vd) N Q;j # 0}]. By Theorem 5.1.1, for 0 < < 1

we have

S gy (00) = ke =l e 3 [ () () — ]y

1€Zk

For i = (i1,...,ix), 7 = (J1,--.,Jx) and m € Ny, we say that j >i+m if j1 > i1 +m,..., ji >
ir+m. By j > m we mean j > 0+m and j > i+m is defined by replacing all the inequalities by
weak ones. By the radial symmetry of |z —y| =%~ it suffices to show that under our assumptions
on ! and a we have

Z/ / \x—y\dadydx>2/ / ()2|z — y| 79 dyda.

i€Zk icZk Qi j>i+1

In order to perform a decomposition similar to the one which (5.6.2) appears in, we fix a method
of communication from Q; to @;, j > ¢: first we move on the coordinate 7; until we reach ji,
and then we do the same with the next coordinates. The set of indexes of the cubes connecting
Q; and @); in the way presented above, with @); included and Q; excluded, will be called ¢ — j.
Note that |i — j| ~ |i — j|. Let N(Q) be the successor of @ on the way from Q; to Q;. As
before, we have |i — j| = |z — y| for x € Q;, y € Q;, therefore

S LS [ (wle) - )Pl — gl dyde

i€Zk Qij>i+1 J

<Z/ Z/ v) = ug,)*|lv —y| ™" dyd

iezk 9 j>i41

+Z/ Z/ y) — uQ,) e — gy~ dyda

=/ v j>i+1
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+2 / > / > (g, —un@,)*lr —y[7 7 dyda.
ieZk T i>i41 Qj nEi—j

The first two terms can be handled as in the previous theorem. In the latter we change the
order of summation and we get that up to a constant it does not exceed

Z (/ luQ, — |d§> Z Z / / |z — y|~ T dyda.

nezk Ln ji>n i<n
i+1<g

To finish the proof we note that the double sum over i, j does not depend on n, hence we take

n=(1,...,1) (in short, n = 1) and we estimate as follows:
Z Z / / |x_ ‘ —d— oz-i-ldydeZ/ / ]x—y]_d_o‘+1dmdy
j>1 <1 B(y,|jl)enD
Z+1<_]

_Z/ / B(0,2m+1[5)) \BO2m|J|))ﬂD‘$‘ dady ~ Z/ Z (27131) (2 i)™ dy

j>1 Qi m=0 j>1 Qi m=0

NZ|]|k d—a+1 _ Z‘ﬂ —I- a—i—l Z |j|—l—a+1’

j=1 j=1 JEZF\{0}

which is finite provided that £k — | — a < —1. O

5.7 Truncated seminorms as the Dirichlet forms

In this section we indicate how our comparability results can be applied to prove the existence
of Markov stochastic processes corresponding to the truncated seminorms (5.1.3). Hereafter we
work with the nonlocal Sobolev spaces, i.e. p = ¢ = 2. We will discuss several cases which
depend on various results concerning Sobolev spaces and censored /reflected Markov processes,
each with its own assumptions. Therefore we refrain from formulating any theorems here, as
they would be unnecessarily complicated.

We begin by introducing necessary notions concerning the Dirichlet forms with the aim to
make this section self-contained. For further reading we refer to [72, Chapter 1.1].

In this paragraph we slightly abuse the notation by letting £ be a generic quadratic form
with domain D[] C L%(D) for some D C R Let &u] = E[u] + ||uH%2(D). We say that
(€, D[€]) (this pair will also be called form below) is closed if, with respect to &, every Cauchy
sequence has a limit in D[E]. We say that the form is closable if it has a closed extension. This
is equivalent to the fact that for every sequence (u,) contained in D|[£], which is Cauchy with
respect to € (the meaning is usual even though £ only yields a pseudometric) and converges to
0 in L?(D), we have E[u,] — 0 as n — co. The form &€ is Markovian, if for every & > 0 there
exists a nondecreasing ¢.: R — (—¢,1 + ¢), Lipschitz with constant 1, such that ¢.(t) = ¢ for

€ [0,1] and, in addition, if u € D[&], then ¢.(u) € D[E] and E[pe(u)] < E[u]. A quadratic
form which is both Markovian and closed is called a Dirichlet form. The set C C D[E] N C¢(D)
is a core of the form &, if it is dense in D[] with respect to & norm and dense in C.(D) in L™
norm. The form & is regular if it possesses a core.

Recall from the Introduction that

ERY / / Y))2K (z,y) dydz.
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Additionally, for 6 € (0, 1] we let

gredp / / - ) — u(y))?K (z,y) dydz.

The symbol £ refers to the censored stable processes introduced by Bogdan, Burdzy and Chen
[18]. There, the kernel was that of the fractional Laplacian: K (z,y) = c|z —y|~%®. Censored
processes for more general K corresponding to a class of subordinated Brownian motions were
studied by Wagner [157].

As an introductory digression we remark that the form of the type E5™ is well-understood
if D =R? — it is then equal to £ from Subsection 2.3.2. The advantage here is in large due to
the fact that C2°(R?) is dense in F2(R?), see Section A.2. It is also well-known that C°(R%)
is dense in C.(R?) with the supremum norm, hence C°(R%) is a core for (€, Fo2(R%)). The
form is closed by Lemma 4.3.3 and to see that it is Markovian it suffices to consider the unit
contraction ¢(u) =0V (uA1). Note that |¢(u)(z) — ¢(u)(y)| < |u(z) — u(y)| for every function
wand z,y € RY The forms on proper subsets D C R? are more difficult to handle as we will
see shortly.

We will consider £4™ and £5%¢ in two contexts. In the first one, our starting point is the
space C°(D). Following the arguments of [18, page 93] we will show that (€5™,C°(D)) is
closable and Markovian for arbitrary Lévy kernel K: in order to prove the closability, we use
the L? convergence of (u,) to extract a subsequence which converges a.e. to 0. Then we use
Fatou’s lemma and the assumption that (u,) is Cauchy with respect to £f", as in Lemma 4.3.3.
We note that the unit contraction from the previous paragraph is not appropriate for proving
that the form is Markovian, because ¢(u) need not be smooth. Instead we note that there exist
smooth contractions ¢. with values in (—&,1 + ¢), such that ¢.(t) =t for t € [0,1]. Then we
have ¢-(u) € CX(D) for all uw € C(D), and the structure of the form immediately yields
EFMp(u)] < EFMu], so (EF™, C°(D)) is Markovian. Thus, if we let

F := ‘Completion of C°(D) with respect to (Ep™)17,

then, being the smallest closed extension of (", C°(D)), (E5™, F) is closed and Markovian,
that is, a Dirichlet form, see [72, Theorem 3.1.1]. Furthermore, by construction, it is obvious
that C2°(D) is a core for (E5™, F), hence the form is regular and by [72, Theorem 7.2.1] to every
regular Dirichlet form corresponds a Hunt process. Thus, when £F" is comparable to Sgad we
obtain the existence of a Hunt process with the Dirichlet form (Sred, F). However, we note that
the above arguments may also be used directly with Ered, and independently of comparability
results, we obtain a regular Dirichlet form (€354, F*d) where

Fred .= «Completion of C°(D) with respect to (£5); .

The second approach is by considering the domain corresponding to the so-called active
reflected form, that is, F52(D), cf. [18]. Here the situation becomes more tedious, since in
general Cg°(D) (or even C.(D)) need not be dense in F5 (D). For some K and D the density
holds true, see e.g., [18, Corollary 2.6] and [157, Corollary 2.9]. In that case we get that
F = Fy5(D) and when the comparability holds, we also have F*4 = F;5(D). Then, the form
(%4, [55(D)) is a regular Dirichlet form and there exists an associated Hunt process. If the
density does not hold, the technical remedy is to change the reference set to D, cf. [18, Remark
2.1]. By Lemma A.2.1 we have the density of C2°(R?) in F5(R?), and for sufficiently regular K
and D there exist the extension (and trace) operators between Fy (D) and Fy2(R%), see Section
4.5 or [55, 97, 163]. These operators let us use the density result for the whole space in order to
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prove that C2°(D) is dense in Fy (D) with respect to (£§™);. Then we obtain the existence of a
process on D corresponding to the regular Dirichlet form (€&, F» (D)) and the comparability
yields the existence of the process corresponding to (€559, Fy o(D)).

The second approach seems more interesting in terms of applying the comparability re-
sults, as we build regular Dirichlet forms from the truncated form Sg’d on the well-established
Sobolev/Triebel-Lizorkin space F»2(D), which is then its natural domain.



Chapter 6

Hardy—Stein and Douglas identities
in nonlinear setting

6.1 Introduction

Most of the contents of this chapter may be found in the recent preprint of Bogdan, Grzywny,
Pietruska-Patuba and the author [22]. The proof of Lemma 6.3.1 originally appeared in [21]
and Subsection 6.6.3 was not published. In the whole chapter we assume that v is an infinite,
unimodal Lévy measure. We will also stipulate that P*(rp < co) = 1 for 2 € R?, cf. Remark
2.2.4.

In 1931 Douglas [59] established a connection of the energy of the harmonic function u on
the unit disc B(0, 1) with the ‘energy’ of its boundary trace g, regarded as a function on [0, 27):

= L (gl = (©)?
/3(071) Vu(@)[dz = 87 //[0,27r)x[o,27r) sin?((n — 5)/2)dnd§. (6.1.1)

The formula arose in the study of the so-called Plateau problem — the problem of existence of
minimal surfaces posed by Lagrange. It holds true provided that the left-hand side is finite —
for details see, e.g., Chen and Fukushima [40, (2.2.60)]. Thus, under the integrability condition,
(6.1.1) is valid for the solutions of the Dirichlet problem,

Au=0 1in B(0,1),
u=g¢g in 0B(0,1).

In Theorem 4.2.1 we have announced the following nonlocal variant of the Douglas identity.

// (Pplgl(z) — Pplgl(y))*v(z,y) dmdy:/C/C(g(Z) — g(w))*yp(z,w) dzdw, (6.1.2)

R4 xR\ D¢ x D¢

where g: D¢ — R, Hplg] < oo, u = Pp|g] is the Poisson integral of g and ~p is the interaction
kernel defined in Subsection 2.2.2. Noteworthy, Pp[g] is a harmonic function of L, so the identity
(6.1.2) explains the energy of a harmonic function by the energy of its external values, see also
the discussion following Corollary 4.2.3.

The above ‘quadratic’ Douglas identity has major consequences for the understanding of
the Dirichlet problem for L. As we have mentioned in Chapter 4, it strongly relies on the
Hardy—Stein identity given by Bogdan, Dyda and Luks [20], precisely, on its special case for
p = 2. In fact, [20, (14)] provides a more general version of the Hardy—Stein identity as a tool

85
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for characterizing the Hardy spaces H?. Namely, for p > 1, functions u harmonic in D C R,
we have

E
B (X, ) = (@) + [ Guoy) | caa
U R4

Wdzdy, UccD, zeU (6.1.3)

Here,
Fy(a,b) = [bP — |afP — pa® V(b —a), a,beR

and a?~1) = |a|P~'sgn(a). Note that Fy(a,b) = (b — a)?. The formula (6.1.3) motivates the
following version of Douglas identity for the case p # 2, which is one of the main results of this
chapter:

/| Bl Polgw) g dsdy = [ [ Flg).gw)n(ew) dedu. 6.1.4)
Rd x R4\ D¢ x D¢

The formula (NDI) is obtained from the above by symmetrization, see (6.2.9) and (6.2.11)
below. Similarly to the case p = 2, (6.1.4) depends on suitable assumptions on v and D. A
precise statement is given in Theorem 6.4.1, where we also obtain a corresponding result for the
trace. Theorem 4.2.1 is then retrieved as a special case, see Remark 6.4.2. The function spaces
determined by the finiteness of the form on the left-hand side of (6.1.4) will be called Sobolev—
Bregman spaces, see Section 6.2 below. The name is motivated by the fact that F}, is an example
of a Bregman divergence, see Sprung [147], or Bregman [30] for the original contribution. Apart
from the Hardy—Stein identity mentioned above, Bregman divergences are commonly used in
the theory of entropy inequalities, see, e.g., Wang [158]. They are also an important tool for
statistical learning and its applications, see Nielsen and Nock [123], or Frigyik, Gupta and
Srivastava [71] and the references therein. We note that the Sobolev—Bregman spaces admit
many characterizations which stem from various numerical inequalities, see (6.2.6) below.

No analogue of (6.1.4) seems to exist in the literature for p # 2, even for A2 However,
related nonlinear forms [u®~ Lu, see also (6.2.14) and (6.6.3) below, appear often in the
literature concerning Markovian semigroups of operators on LP spaces. This is because for
p € (1,00) the dual space of LP is LP/(P=1) and for v € LP we have uP~1 ¢ /=1 and
[|uP = [|uP=1p/e=1) = [4®=1)y. Therefore, in view of the Lumer-Phillips theorem, u®—1
yields a linear functional on LP appropriate for testing dissipativity of generators, see, e.g.,
Pazy [125, Section 1.4]. In this connection we note that Davies [49, Chapter 2 and 3| gives
some fundamental calculations with forms and powers. For the semigroups generated by local
operators we refer to Langer and Maz’ya [112] and Sobol and Vogt [146, Theorem 1.1]. Liskevich
and Semenov [116] use the LP setting to analyze perturbations of Markovian semigroups. For
nonlocal operators we refer to Farkas, Jacob and Schilling [66, (2.4)], and to the monograph of
Jacob [93, (4.294)].

In Section 6.5 we refine the Hardy—Stein and Douglas identities in order to incorporate non-
harmonic functions which are sufficiently regular. The augmented Douglas identity in Theorem
6.5.4 gives the energy of a non-harmonic function in terms of the energy of the exterior condition
and a fairly explicit remainder term. Thanks to such representation we are able to show that
for p # 2 the harmonic function Pp[g] need not minimize the energy form given by the left-hand
side of (6.1.4), contrary to the case p = 2, see Example 6.5.5 below.

In Section 6.6 we give, for p > 2, the following result for Poisson integrals u = Pp[g] and the
more usual integral forms based on the p-increments of functions:

ule) —u() P,y dedy < e [[ o) = g@Prp(w, ) dudz. (615
R xR\ Dex D¢ Dex De
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It follows that g — Pplg] is an extension operator for nonlocal Sobolev-type spaces W}, defined
by the finiteness of the left-hand side. In the remainder of Section 6.6 we compare the spaces
VP, W} and the fractional Sobolev-type spaces studied by Dyda and Kassmann in [62].
6.2 Function [, and related function spaces
We will use the already announced, convenient notation of the French power:

2 = |z|"sgn(z) z€R, Kk >0.

Clearly, the function z +— z{* is antisymmetric: (—z)%) = —z*). Furthermore, we have the
following rule for the derivatives:

(Jz|%) = k20 and (™) = k|z|*"', 2 #£0.
Let p > 1 and recall that
Fy(a,b) = [b|P — |afP — pa®? V(b —a), a,beR.
As the second-order Taylor remainder of the convex function |z|P, F}, is nonnegative. In fact,
Fy(a,b) = (b—a)*(|b| V|a|)P™2, a,beR, (6.2.1)
see [20, Lemma 6]. In particular, for p > 2 we have
Fy(a,b) ~ (b—a)*(laP~2 + |bP2), a,beR. (6.2.2)
Recall that if X is a random variable with the first moment finite and a € R, then
E(X —a)’ =E(X —EX)? + (EX —a)? =Var X + (EX — a)% (6.2.3)

Here we do not exclude the case EX? = oo, in which case both sides of (6.2.3) are infinite, hence
equal. This variance formula has the following analogue for F),.

Lemma 6.2.1. Let p > 1. Suppose that X is a random variable such that E|X| < co. Then,
(i) EF,(EX, X) =E|X[|P — |EX? >0,
(ii) EFp(a,X) = Fp(a,EX) + EF,(EX, X) > EF,(EX, X), a€R,
(iit) EF,(a, X) = EF,(b, X) + Fp(a,b) + (pa?~1 — pb»~1)(b —EX), a,bcR.

Proof. The verification is elementary, but we present it to emphasize that the finiteness of the
first moment suffices. We have

EF,(EX, X) = E[| X" - [EX]P - p(EX)®~1(X — EX)| = E[X [’ — [EX]?,

where E|X|P = co is permitted, too. The expression in (i) is nonnegative by Jensen’s inequality
or because F), is nonnegative. For all a € R we have,

EFy(a, X) =E[| X[ - |af’ - pa’~(X — a)]

=E[|X[ - [EX|" - p(EX)"~D(X — EX)| + [EX[" — |af’ — pa’®~V(EX - a)



88 CHAPTER 6. NONLINEAR DOUGLAS IDENTITIES

—EF,(EX, X) + F,(a,EX) > EF,(EX, X),
as claimed in (ii). Finally, for all a,b € R the right-hand side of (iii) is
E[X[P = [bP — pbP~V(EX = b) + [ — |a” — pa® V(b — a) + (pa'?~ V) — pb®~ 1) (b — EX),
which simplifies to the left-hand side of (iii). Needless to say, (ii) is a special case of (iii). [

We next propose a simple lemma concerning the p-th moments of random variables, which
is another generalization of (6.2.3).

Lemma 6.2.2. For every p > 1 there exist constants 0 < ¢, < ¢, such that for every random
variable X with E|X| < co and every number a € R,

¢ (E|X —EX|P + |EX —a|P) <E|X —alf <¢, (E|X —EX|P + |[EX —al?). (6.2.4)
Proof. If E|X|P = 0o, then all the sides of (6.2.4) are infinite. Otherwise, by convexity,
E|X —al =E|(X —EX) + (EX —a)P < 2P"1 (E|X —EX]? + |[EX —a|).

For the lower bound we make two observations: |[EX — a’ < E|X — af? (Jensen’s inequality),
and

E|X —EX|P =E|(X —a) — (EX —a)|P < 2P (E|X — a|’ + |EX — af’) < 2PE|X — al’.
Adding the two, we get that |[EX —al? + E|X — EX|P < (14 2P)E|X — afP. O
The function Fj(a,b) is not symmetric in a,b, but the right-hand side of (6.2.1) is, so it is
natural to consider the symmetrized version of Fj,, given by the formula:
Hy(a,b) = L(Fp(a,b) + Fyp(b,a)) = 5PV —a®P )b —a), abeR (6.2.5)
We can relate H), to a ‘quadratic’ expression as follows.
Lemma 6.2.3. For every p > 1 we have Fy(a,b) ~ Hy(a,b) =~ (b#/2) — q(P/2))2,

Proof. The first comparison follows from (6.2.1): we have Fj(a,b) = Fj(b,a), hence F), ~ H,.
As for the second statement, if either a or b are equal to 0, then the expressions coincide up to
constants depending on p. If a,b # 0, then @ = tb with ¢ # 0. Using this representation we see
that the second comparison is equivalent to the following:

(P -t -1~ PP -1)% teR

The latter holds because both sides are continuous and positive except at ¢ = 1; at infinity both
are power functions with the leading term |t|P, and at ¢ = 1 their ratio converges to a positive
constant. ]

Summarizing, by (6.2.1) and Lemma 6.2.3 for each p € (1, 00) we have
Fy(a,b) = Hy(a,b) = (b—a)*(|b] V |a])P~2 = 0P/2 —a®/2)2 4 beR. (6.2.6)
It is hard to trace down the first occurrence of such comparisons in the literature. The one-sided

inequality |bP/2 — aP/?|? < 4(;;:) (b—a)(bP~! —aP~1) for a,b > 0 can be found in connection with

logarithmic Sobolev inequalities, e.g., in Davies [49, (2.2.9)] for 2 < p < oo, and Bakry [9, p. 39]
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for p > 1. The opposite inequality (b — a)(b?~! — aP~1) < (/2 — aP/?)? with a,b > 0 and p > 1
appears, e.g., in [116, Lemma 2.1].
In fact the following inequalities hold for all p € (1,00) and a,b € R:

A(p . D /2 g®/22 < (b — a)(p®-1 — a-1) < 2(pP/2) _ oo/2)2. (6.2.7)
p

Indeed, if a and b have opposite signs then it is enough to consider b =¢ > 1 and a = —1, and
to compare (t + 1)(#?~1 +1) = 2 + t*~1 4 ¢t + 1 with (t#/2 + 1)2 = ? + 2tP/2 + 1. We have
tP/2 = \/tr=1t < (tP~1 +1)/2, which verifies the left-hand side inequality in (6.2.7) with constant
1, which is better than 4(p — 1)/p?. We further get the right-hand side inequality in (6.2.7),
and the constant 2 suffices, because t*~1 +¢ — (t? + 1) = (1 — )(t?~1 — 1) < 0. Note that the
constant 2 is not optimal for individual values of p, e.g., for p = 2, but the constant 1 does not
suffice for p € (1,2) U (2, 00) because then 1V (p — 1) > p/2, and so P~ 4+t > 2tP/2 for large t.
If @ and b have the same sign, then we may assume b = ta, a > 0, t > 1, and consider the

quotient
St -1) @212 )

H(t) = 1) —1——(2517/2_1)2 =1-—h(s)*,
where s = V/t, h(s) = s(sP72 — 1)/(s? — 1). We see that h(s) is strictly positive for p > 2,
s > 1 and negative for p € (1,2). We claim that it decreases in the former case and increases
in the latter. The sign of the derivative of h is the same as the sign of the function I(s) =
—s%72 4 (p—1)s? — (p — 1)sP~2 + 1. Now, since [(1) = 0, the sign of [ on (1,00) is in turn
equal to the sign of I'(s) = (p — 1)sP~3(—2sP + ps? — (p — 2)), and further equal to the sign of
—2p(sP~! — ). Since the last function is negative on (1, 00) if p > 2 and positive for p € (1,2),
the claim is proved. Consequently, the function s — h(s)? is decreasing on (1, 00), so we get

<H({t)<1l, t>1,

and (6.2.7) follows. The above also shows that the constant 4(p — 1)/p? in (6.2.7) cannot be
improved.

We would like to note that for p # 2, Fj,(a+t,b+1) is not comparable with F,(a,b). Indeed,
for a,r > 0 one has Fy(a,a +7r) ~ r?(aV (a+1))P~? = r?(a + r)P~2, which is not comparable
with F,(0,7) = r? for large values of a. The following lemma compares Fj,(a,b) with the more
usual p-increments and is rather well-known, see, e.g., Zeidler [162, p. 503].

Lemma 6.2.4. If p > 2 then Fy(a,b) 2 |b—alP, and if 1 <p <2, then |b—al? 2 Fy(a,b).
Proof. If a = b, then the inequalities are trivial, so assume that a # b and consider the quotient

Fy(a,b) _ (la] v [b)*~
|b — alP |b — alp—2

Both parts of the statements now follow from the inequality |b — a|” < 2"(|a| V [b])", r > 0.

0
In analogy to the form £p given in (2.3.10), for u: R — R we define
ED ] = L / / Fy(u(), u(y))(z, y) dzdy. (6.2.8)

R4 xR\ D¢ x D¢
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By the symmetry of v and (6.2.5),
// Hy(u(z),u(y))v(z,y) dedy
RAxRI\ De x D¢
=3 / / (u(y)?™" = u(@)" ) (uly) — u(@))v(z,y) dzdy. (6.2.9)

Rd x R4\ D¢ x D¢

Of course, 51(32) = Ep. For D = R? we have

=3 [[ W)~ u@) " N ly) - w@)p(ey) dady.  (62.10)
Rd xR
Clearly, for p = 2 we retrieve £ — the classical Dirichlet form of the operator L.

Let g: D¢ — R. With (4.1.2) in mind, we use the following form to quantify the increments
of ¢:

// Fo( (2))vp(w, z) dwdz = // Hy( 2))yp(w, z) dwdz
DC><DC DC><DC
=1 [[ (627 = g )(g(2) — glw))p(w, 2) duds (62.11)
Dex D¢

The corresponding function spaces are given by

={u: R 5 R | P[] < oo}, (6.2.12)
and
XE={g: D° >R | HP)[g] < o0}. (6.2.13)

We call them Sobolev—Bregman spaces, since they involve the Bregman divergence. In view of
(6.2.9) for all u: R? — R we have

EP[u] = Ep(u®V w), (6.2.14)

where

I 0@ =)@ - u@)vi.y) deay,

R4 xR\ D¢ x D¢

if the integral is well defined, which is the case in (6.2.14) for v = u?~. For clarity we also
note that by (6.2.7), (6.2.9) and (6.2.11), we have the comparisons

ED ) ~ Eplut?/?), (6.2.15)
and
HP [g) ~ Hplg®/?), (6.2.16)

for all u: R* — R and g: D¢ — R with the comparability constants depending only on p. Below,
however, we focus on genuine equalities.
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6.3 The Hardy—Stein identity

The main goal of this section is to prove the Hardy—Stein identity for the harmonic functions.
To this end, we will often use the results of Subsection 4.4.1, which we now briefly recall. The
L-harmonic functions are understood as the functions which satisfy the mean value property as
in Definition 4.4.1. We have shown that if u is L-harmonic in D, then u € L} (R%) N C2(D),
Lu(z) can be computed pointwise for z € D as in (2.3.1) and Lu(z) = 0 for x € D. We also
recall that the Harnack inequality holds for L-harmonic functions, see Grzywny and Kwasnicki
[82, Theorem 1.9]; the assumptions of that theorem follow from the assumption A2 given in
Section 4.2.

We first prove the following Dynkin-type lemma (in which u need not be harmonic). Recall
that L is given in (2.3.1) in the positive definite version. This will result in many negative signs
below.

Lemma 6.3.1. Assume that (4.2.2) of A2 holds, that is, v(r+1) = v(r) forr > 1. LetU CC D
be open and Lipschitz. Let u € C*(U) and [gpa |u(y)|(1 Av(y))dy < co. Then Lu is bounded on
U and for every z € RY,

E*u(Xr,) —u(x) = — /U Gu(z,y)Lu(y) dy. (6.3.1)

Proof. Both sides of (6.3.1) are equal to zero for x ¢ U, so let # € U. To prove that Lu(z) is
bounded on U we choose & > 0 so small that u is C? on U + By, (recall that B, = B(0,r)). In
particular u and its second-order partial derivatives D?u are bounded on U + B.. As usual by
Taylor’s formula,

Lu() = |4 [, (2ule) ~ ulz + 1) ~ ulw ~ y)vl) ]
1 gy B 2 u(x) —u(x —u(x — v
éégﬁf&ia [, WPv) dy 3 [ 1u(e) —ute+y) —ute )l viy) dy
Bl=2

<ec [ IP(o) Ay @B + [ fute + i) dy

We only need to estimate the last integral. Let R = ¢ + sup |z|. Then,
zcU

[ et nbay= [ ju)e,as

= lu(2)|v(x, z)dz + / lu(2)|v(x,z)dz.  (6.3.2)
B(z,e)°NBag x,e)¢NBS
The first integral in (6.3.2) does not exceed v(e) |, Bon z)|dz < oco. For the second integral
we note that z € U, 2z ¢ Bag, imply |z — x| > |z\ |9:| > |z| — R. From the assumption
v(r) = v(r + 1), we get that there is cg > 0 such that v(z,z) < crr(z) and so the integral is
bounded by cg fB;R lu(2)|v(z) dz < oo.
Collecting all the bounds together we see that

| Lu(z)| Sce/Rd(\yIQAl) v(y) dy + 2ull oo 0y v (B)

+ (o) /BZR\u(z)\dz+cR/Bc lu(2)|v(2) dz < cc.

2R
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For the second part of the statement, let u = ¢ + h, where ¢ € C?(R%) and h = 0 in a
neighborhood of U. Note that h € C?(U). We claim that (6.3.1) holds with ¢ and h in place
of u. Recall that —L coincides with the generator of the semigroup of X; for functions from
C%(R?). Therefore, by Dynkin’s formula [64, (5.8)],

EP( X, ) / L(X;)d / E* [Lo(X,): 7y > 1] di. (6.3.3)

Here the change of the order of integration is justified because L is bounded on U and E*7; <
E®7p, < oo for sufficiently large R > 0, cf. [131, Theorem 1, (3.1)]. As in (2.2.5), we let p
denote the transition density of the process killed upon leaving U. Since L¢ is measurable and
bounded on U, for every t > 0 we have

E* [Lop(Xe); 70 > 1] = /Up?(:r,y)LsO(y) dy.

Therefore,

E%p(Xn,) = pl@) = = [ h [ @ L) dydt = = [ Gola)Le(w) dy,

which proves the claim for .
Let x € U. By the Ikeda—Watanabe formula (2.2.12) we have

E°h(X,,) — h(z) = / h(2)Py(z, 2) dz — / h(z) / Gu (2, y)v(y, =) dyd=
— [ Gulay) [ mEmw ey = [ Gulay) [ (1) = by, 2) dedy
=~ [ Gule.y)Lhiy) dy.

The use of Fubini’s theorem is justified as follows: for z € supph we have |h(z)|Py(zx,z) ~
|h(2)|v(zx, z) (cf. (2.2.17)), which is integrable by v(r) ~ v(r + 1) for r > 1 and the integrability
assumption on u. ]

The following Hardy—Stein formula extends [20, Lemma 8] and [21, Lemma 4.12], where it
was proved, for the fractional Laplacian and p > 1, and for unimodal operators L and p = 2,
respectively.

Proposition 6.3.2. Assume that A1l and A2 hold. If u: R* — R is L-harmonic in D, p > 1
and U CC D 1is open Lipschitz, then

E% u( X )P = |u(z)|P + /UGU(aj,y) /]Rd Fy(u(y),u(2))v(y,z)dzdy, xe€U. (6.3.4)

Proof. As a guideline, the result follows by taking ¢ = |ulP in the Dynkin formula (6.3.1).
We combine the methods of [20] and [21]. By Theorem 4.4.9 if u is harmonic in D, then
u € C?(D). Thus, in particular, |u|P is bounded in a neighborhood of U. Let x € U. Consider
the complementary cases:

(i) /C lu(2)|Pv(z,z)dz =00, or (ii) /UC lu(2)|Pr(z, z) dz < oo.

Since |ulP is bounded in a neighborhood of U, by using (2.2.17) we may reformulate this di-

chotomy as
() Effu(Xo)lP =00, or (i) Efu(Xn) < oo,
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In case (i), we show that the right-hand side of (6.3.4) is infinite as well. Assume first
that |u| > 0 on a subset of U of positive measure. Pick y € U satisfying |u(y)| > 0 and let
A= {zecU°: Ju)| > (2+V2)|u(y)|}. Now, since z,y € U are fixed and v is positive,
continuous and satisfies (4.2.2) of A2, we have v(x, z) = v(y, z) for z € U¢. Therefore, by (i),

[ @iy )dz = oo
UC
as well. Furthermore,

[ u@Pryadax [ u) P ) ds < @+ VEPlul) Py, U < o,
Ue\A Ue\A

and consequently we must have
[ @iy, dz = .
A
By the definition of A, for z € A we have

u(2)?  and  |u(z)] > |u(y)|. (6.3.5)

N |

(u(z) —u(y)* >

By (6.2.1) and (6.3.5) we therefore obtain

/Rd Fp(u(y), u(2))v(y, )z~ | (u(z) - u())? (Ju)| V [u(z) )P 2r(y, 2) dz

> [ () = @)l P 2,2 ds 2 § [ uE) ey, ) ds = .

This is true for all points y in a set of positive Lebesgue measure, which proves that the right-
hand side of (6.3.4) is infinite. If, on the other hand, v = 0 in U, then F,(u(y), u(z)) = clu(z)?
for all z € RY, y € U, and by (i) the right-hand side of (6.3.4) is infinite again.

We now consider the case (ii). Then E*|u(X5,)/P < oo and the integrability condition of
Lemma 6.3.1 is satisfied for ¢ = |u|P. We will first prove (6.3.4) for p > 2. Then ¢ is of class C?
on D, so we are in a position to use Lemma 6.3.1 and we get

E*Ju( X )P = !U(ﬂf)!p—/UGu(%y)LIUIp(y) dy, zeU. (6.3.6)

The integral on the right-hand side is absolutely convergent. Furthermore, since u is L-harmonic,

LlulP(y) = LlulP(y) — pu(y) P~ Lu(y)

= - lim (Ju(2)P = Ju(@) P — puly)* Y (u(z) — u(y)))v(y, 2) dz
e |z—y|>e

— [ Bluty)u(=)v(y,2)dz <0.
R

Inserting this to (6.3.6) gives the statement.

When p € (1,2), the function R 3 7 +— |r|P is not twice differentiable, so the above argument
needs to be modified. We work under the assumption (ii) and we follow the proof of [20, Lemma
3]. Consider ¢ € R and the function R? 3 z +— (22 4 £2)P/2. Let

F&(a,b) = (b* + )2 — (a® + )2 — pa(a® + )P D2 (b —a), a,beR. (6.3.7)
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Since 1 < p < 2, by [20, Lemma 6],

1
0 < F(a,b) < EFp(a, b), g,a,b R, (6.3.8)

Let € > 0. We note that (u? + 2)P/2 € C%(D). Also, the integrability condition in Lemma 6.3.1
is satisfied for ¢ = (u? + £2)P/? since it is satisfied for ¢ = |u[? by (ii), and

(w? + )P < (Ju] + )P < 27 (Jul? +&P), (6.3.9)
Furthermore, E,(u(X,,)? + 2)P/? < co. As in the first part of the proof,
L(u? + %P2 (y) = L(u® + %)% (y) — pu(y) (u(y)® + )P~/ Lu(y) (6.3.10)

==/ FZS‘E) (u(y),u(z))v(y, z) dz,
R

therefore by Lemma 6.3.1,
Ea(u(Xr,)? 4 %P2 = (u(w)® + 2)P/? + / Gu(z,y) / L E (uly), u(z))v(y, ) dzdy. (6.3.11)
U R

From the dominated convergence theorem the left-hand side of (6.3.11) goes to E,|u(X7, )P < oo

as € — 07. Of course, Fzgs)(a, b) = Fy(a,b) as e — 0. Furthermore, by Fatou’s lemma and
(6.3.11),

[ Go@w) [ Fulwlw)u)vi,2) dedy < imint [ Goley) [ F i), u:)v(, =) dedy
U R e—

= Eo|u(Xr) [ = [u(z)[” < oo
By (6.3.8) and the dominated convergence theorem, we obtain (6.3.4) for p € (1,2). O

As a consequence, we obtain the the Hardy—Stein identity for D, generalizing and strength-
ening [20, (16)] and [21, Theorem 2.1].

Proposition 6.3.3. Let p > 1 be given and assume that A1 and A2 holds. If u is L-harmonic
in D and x € D, then

sup B (X, ) = [u@)” + [ Goley) [ Foluly) ul@)vly,2)dzdy. (63.12)
zeUCCD D R

If uw is reqular L-harmonic in D, then the left-hand side can be replaced with E*|u(X,,)|P.

Proof. As we have noted in Remark 4.4.4, {u(X;,), U C D} is a martingale ordered by the
inclusion of open subsets of D. By domain monotonicity of the Green function, cf. the last
paragraph of Subsection 2.2.2, and the nonnegativity of Fj,, both sides of (6.3.4) increase if U
increases. Since every open set U CC D is included in an open Lipschitz set U CC D, the
supremum in (6.3.12) may be taken over open Lipschitz sets U CC D. The first part of the
statement follows from the monotone convergence theorem.

If additionally w is regular harmonic, then

E*lu(Xop) = [u()P + [ Gpay) [ Folulw),u(z) (v, 2) dedy. (6.3.13)

This is delicate. Indeed, by Remark 4.4.4, the martingale {u(X,,), U CC D} is closed by the
integrable random variable u(X;,). Therefore Lévy’s Martingale Convergence Theorem yields
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that u(X;,) converges almost surely and in L' to a random variable Z, as U 1 D, and we
have Z = E*[w(Xp)|o(Uycep Fr))s see, e.g., Dellacherie and Meyer [54, Theorem 31 a,b,
p. 26]. We claim that the o-algebra o(Uyccp Fr,) is equal to F,. Indeed, by Proposition
25.20 (i),(ii), and Proposition 25.19 (i),(ii) in Kallenberg [100, p. 501], the filtration of (X) is
quasi-left continuous. Therefore 77 increases to 7p as U increases to D (cf. [16, proof of Lemma
17]), and our claim follows from Dellacherie and Meyer [53, Theorem 83, p. 136]. Consequently,
Z = u(X7,). Now, if sup,cyccp E*|u(X7, )P < oo, then [54, Theorem 31 ¢, p. 26| yields
(6.3.13). Else, if the supremum is infinite, then E*|u(X,,)|P = oo by Jensen’s inequality, hence
(6.3.13) holds, too. O

6.4 The Douglas identity

We now present our main theorem. It is a counterpart of Theorem 4.2.1 with square increments
of the function replaced by ‘increments’ measured in terms F, or H.

Theorem 6.4.1 (Douglas identity). Let p > 1. Assume that the Lévy measure v satisfies Al
and A2, D C R? is open, D¢ satisfies VDC, |0D| = 0 and P*(1p < oo) < 1 for all x € RY,

(i) Let g: D¢ — R be such that 7—[%) [g] < 0o. Then Pplg] is well-defined and satisfies

HP (9] = €8 [Pplg]]. (6.4.1)

(i) Furthermore, if u: RY — R satisfies Eg?) [u] < oo, then ’H%)) [u|pe] < 0.
Here, as usual, u|pe is the restriction of u to D¢, but in what follows we will abbreviate:
HE ] o= Juloe]
and
Pplu|pe] = Pplu].

Remark 6.4.2. We note that (ii) of Theorem 6.4.1 is slightly weaker than the counterpart in

Theorem 4.2.1. Indeed, here we do not have 7 )[ ] > Hw )[ |, and as we will see in Example
6.5.5 it is in general impossible to prove such rela‘mon for p # 2. However, the inequality for
p = 2 is obtained in the proof, which is given at the end of this section, therefore the proof of
Theorem 6.4.1 yields Theorem 4.2.1.

Recall the space VJ, defined in (6.2.12), which is a natural domain of 5](:‘?), and the space

X}, defined in (6.2.13), which is a natural domain of Hg). From Theorem 6.4.1 we immediately
obtain the following trace and extension result in the nonquadratic setting.

Corollary 6.4.3. Let Ext g = Pplg|, the Poisson extension, and Tru = u|pe, the restriction to
D¢. Then Ext: X5 — VE, Tr: VE — X}, and TrExt is the identity operator on XJ.

We next give the Douglas identity for the Poisson extension on D and the form Sﬂ({d), the
nonquadratic analogue of Corollary 4.2.3.

Corollary 6.4.4. If Pp[|g|] < oo on D, in particular if H%) [g] < oo, then

E(p) // Fo( w))(vp(z,w) + v(z,w)) dzdw.

DC><DC
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The proof of Theorem 6.4.1 uses the following lemma, which asserts that the condition
H(Dp) [9] < oo implies the finiteness of Pp[|g|P] and Pp||g|] on D. The analogue for p = 2 was
given in Lemma 4.4.6, the present case is slightly more involved.

Lemma 6.4.5. Suppose that g: D¢ — R satisfies 'Hg) [9] < oco. Then for every x € D we have
Jpe l9(2)|PPp(x, 2) dz < oo. In particular, the Poisson integral of g is well-defined.

Proof. Denote I = [p. |g(2)|PPp(z,z)dz. If H%a) lg] < o0, then
[ Ftgw), g2 (w,2) duds
Dex D¢

:/ / Fp(g9(w), g(2))v(w, z)Pp(z, z) dzdwdz < oco. (6.4.2)
D c DC

Since v > 0, for almost all (hence for some) pairs (w,z) € D x D we get
D&MWMM&M@®<%- (6.4.3)

For the remainder of the proof, we only consider pairs (w, z) satisfying the above condition.
We will use different approaches for p > 2 and p € (1,2). Let p > 2. From (6.2.2) we obtain

A= [ ()~ g(w) Plg() 2 Po(e, 2) dz < o,

For z € D¢ let g,(z) = —n V g(z) An. Clearly |g,(2)| < |g(2)| and |gn(2)| ' |g(2)| when
n — oo. Since |gn(2)| < n, the integral I, := [} |gn(2)|PPp(z, 2)dz is finite. It is also true
that the increments of g, do not exceed those of g, that is |g,(z) — gn(w)| < |g(z) — g(w)].
Consequently,

L= [ 9acPlan2)P 2 Pola.2) d:

<2 [ (9a(2) = 9a)Plga()"Po(e,2) + 200 (w)* [ |gn(2)P 2 Ppla,2) dz
D¢ De

p—2
p

<A+ 290 ([ lon(:)PPo(e, ) d2)
DC
The last inequality is obvious for p = 2 and follows from Jensen’s inequality if p > 2. Thus,
I < A+ 2g(w)(I,)" 7, (6.4.4)

hence the sequence (I,,) is bounded. By the monotone convergence theorem, I < co. By Jensen’s
inequality we also get [y |g9(2)|Pp(x,2)dz < co. By the Harnack inequality, the finiteness of
the Poisson integral of |g| or |g|P at any point € D guarantees its finiteness at every point of
D, cf. Lemma 4.4.6, therefore the proof is finished for p > 2.

Now let p € (1,2). If g = 0 a.e. on D¢, then the statement is trivial. Otherwise, pick w € D¢
such that 0 < |g(w)| < co. Let B={z € D: |g(z)| > |g(w)|}. We have

|19 Po(a,2)dz < ()P < oc.
De\B
Using (6.2.1) and (6.4.3) we get

[l o2 dz = [ g(22lg(2) P2 Po(e, 2) dz
B B
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<2 [ (9(2) = 9(w) ()" Po(w.2) d= +29(w)? [ o) Po(v.2) d
~/F 2))Pp(x, ) dz + 2|g(w)|P < oc.
Thus, Pp[|g|P](z) < co. The rest of the proof is the same as in the case p > 2. O

Proof of Theorem 6.4.1. To prove (i) we let H(p)[ ] < oo and we have (6.4.2). Let u = Pplg].
By Lemma 6.4.5, u is well-defined and it is regular L-harmonic in D, that is E*[u(X,,)] = u(z)
for z € D, cf. Definition 4.4.1 and Corollary 2.2.3. In particular, we have E*|u(X,, )| < occ.

For « € D consider the integral [, F,(u(w),u(z))Pp(z,z)dz. Since Pp(z, z) is the density
of the distribution of X, under P*, we get

De Fp(u(w)’ u(z)>PD(‘r7 z)dz = Ex[Fp(u(w)ﬂ u(XTD))]'

By Lemma 6.2.1 (ii) applied to a = u(w), X = u(X,,) and E = E*, the above expression is
equal to

Fylu(w), B*u(Xry)) + E*Fylu(e),u(Xry)) = Fy(u(w), u(@)) + E* Fy(u(e), u(Xrp)).  (6.45)
By integrating the first term on the right-hand side of (6.4.5) against v(z,w) dzdw we obtain
// Fp(u(w), u(x))v(z, w) dedw. (6.4.6)
DexD
For the second term in (6.4.5) we use Lemma 6.2.1 (i) and Proposition 6.3.3:
B2 Fp(u(x), u(Xrp)) = E¥ju(Xrp ) [P — Ju(z)]”
— [ Go@y) [ Fofut). ul=)v(y.2) ddy.
D Rd

We integrate the latter expression against v(z, w) dzdw. By Fubini-Tonelli, the ITkeda—Watanabe
formula (2.2.12) and Corollary 2.2.3,

/// RdGD(wvy)Fp(U(y)yU(Z))V(y,z)u(m,w)dzdydxdw

/ T </D </ Gp(z,y)v(z,w) dﬂ?)dw)V(y,Z) dzdy
:/D/]Rd Fp(u(y),u(z))( e Pp(y,w) dw)l/(y,z) dzdy

:/ Fy(u(y), u(=)u(y, 2) dzdy. (6.4.7)
D JR

Since the sum of (6.4.6) and (6.4.7) equals pé'](jp) [u], we obtain the Douglas identity.

We now prove (ii) starting with p = 2. Note that we cannot use Theorem 4.4.14, because
it hinges on the extension and trace theorem which we are proving at the moment. Suppose
first that D is bounded. Assume that w € Vp, ie., Ep[u] < oco. Let g = u|pe. This means
that ¢ has an extension in Vp, so by Theorem 3.1.1 there exists a function which is weakly
harmonic in the sense of Definition 4.4.11 and equal to g on D¢. Furthermore, by Lemma 3.2.5,
this weakly harmonic extension minimizes the form £p among the functions equal to g on D€.
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Therefore, we may assume that u is weakly harmonic, i.e., Ep(u, ¢) = 0 for every ¢ € ]78, cf.
(2.3.14). By Lemmas 4.3.4, 4.4.13 we may apply [81, Theorem 1.1] in order to show that, after
a modification on a set of Lebesgue measure zero, u is L-harmonic in D. In particular for every
Lipschitz U CC D we have Pyl|u|] < co. Given that fact, the chain of identities from the proof
of part (i) can be reversed with D replaced by U, note that Lemma 6.2.1 holds true. Thus we
obtain &yju] = Hylu] and then we let U 1 D. Clearly, Eyfu] T Eplu] < co. By Fatou’s lemma,

00 > 28p|u] = lim 28y [u] = lim 27Hy[u]
> _ P RTI
> //Rded(u(Z) u(w)) hII}lTIan (v (z, w)1lyxy (2, w)) dzdw

> //DXD(u(z) — u(w))2 /Rd v(z,x) hIl}lTian </le Guy(z,y)v(y,w) dy) drdzdw.

By the quasi-left continuity and the assumption P*(rp < oo) = 1, P*—almost surely we have
v 1T 7p , cf. [16, proof of Lemma 17] and [139, Theorem 40.12]. By the monotone convergence
theorem,

U
hngglf/Rd Gu(z,y)v(y,w)dy = h{fnTgle /0 v( Xy, w)dt
™
= B [V u(Xw)dt = [ Goepvigw)dy.
0 R

Thus, Hplu] < Eplu] < 0o, which completes the proof for bounded sets D. Furthermore, since
u was taken to be weakly harmonic and Eplu] > Hplu] = Ep[Pplu]], we obtain that u = Pp[u]
by Lemma 3.2.5.

For unbounded D we consider the nonempty intersections D N B(0, R) for R > 0. We have
Epnp(o,r)[u] < 00, so there exists a weakly harmonic ug such that ug = u a.e. on D¢. By Lemma
3.2.5 and the above considerations, Eplu] > Epnpo,r)[u] > Epnp(o,r)[ur] = Hpnp(o,r) [u] for all
R. We let R — oo and, as above, by the monotone convergence theorem we get Eplu] > Hplul,
which ends the case p = 2 (recall that 7p < oo almost surely).

In order to obtain (ii) for p # 2, we note that by Lemma 6.2.3, 583) [u] < oo is equivalent to
Ep[u?/?] < co. By the trace theorem for p = 2 obtained above, Hp[uf?/?)] < co. We finish the
proof by using Lemma 6.2.3. O

6.5 Douglas and Hardy—Stein identities with remainders

Throughout this section we assume that D is bounded. In the (quadratic) case p = 2 we know
that the Poisson integral Pplg] is the minimizer of the form £p among all Borel functions with a
fixed exterior condition g € Xp, see Theorem 4.4.14. This may not be the case when p # 2. At
the end of this section we give an example of D and g € X} for which Pp[g| does not minimize
Eg)) among functions in V} equal to g on D. However, Pplg] is always a quasiminimizer, if we
adopt the following definition:

Definition 6.5.1. Let K > 1. Function u € V}) is a K-quasiminimizer of Sg)), if El(Jp) [u] <
K 6[(]17 ) [v] for every nonempty open Lipschitz set U CC D and every v € V} equal to u on U°.
We say that u is a quasiminimizer if it is a K-quasiminimizer for some K € [1, 00).

The definition is inspired by the classical one given by Giaquinta and Giusti [75, (5.26)].
To avoid technical complications and to make this digression short we require Lipschitz test
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sets U above, even though we could use the sets as general as permitted in Theorem 6.4.1.
However, to be prudent we note that the choice of admissible sets U may affect the definition
of quasiminimizers and should be carefully considered, cf. Giusti [77, Example 6.5]. In the
classical PDEs, quasiminimizers display many regularity properties similar to minimizers, see,
e.g., Adamowicz and Toivanen [1], DiBenedetto and Trudinger [56] and Ziemer [164]. The main
motivation for studying quasiminimizers is the fact that the solution of a complicated variational
problem may be a quasiminimizer of a better understood functional see, e.g., [75, Theorem 2.1].
Since the harmonic functions of L are already known to be very regular, the following fact may
be interesting, but it is unlikely that we will find any use for it.

Proposition 6.5.2. Suppose that the assumptions of Theorem 6.4.1 are satisfied, D is bounded
and let g € X}5. Then Pplg] is a quasiminimizer of gg)).

Proof. Fix a Lipschitz subset U CC D and let v € V}} be equal to u := Pp[g] on U¢. According
to (6.2.15) we have v?/2) € V; and

g(Up) [v] ~ &y [U<p/2>]’

with constants independent of U and v. Note that v{?/2) agrees with u{P/2 on U°, U¢ satisfies
VDC and |9U| = 0 (since U is Lipschitz), hence by Theorem 4.4.14,

Eu[v??] > Ey[Pyul?/). (6.5.1)

By applying the Douglas identity for the set U, first with exponent 2, then with exponent p,
and by (6.2.16) we get that the right-hand side of (6.5.1) is equal to

Hulu?/¥] = 1P ) = &7 [Pulul] = &7 [u]
In the last equality we use the identity Pylu] = u, see Lemma 4.4.2. The proof is complete. []

To prove that Poisson integrals need not be minimizers, we first extend the Hardy—Stein and

Douglas identities to functions that are not harmonic. The results are new even for p = 2 and
A%/2,

Recall that D is bounded, hence E*7p is bounded. In what follows by 51%1[1) we denote the
limit over an arbitrary ascending sequence of Lipschitz open sets U,, CC D such that {J,, U, = D.

Here is an extended version of the Hardy—Stein formula.

Proposition 6.5.3. Let p > 1 and assume that v satisfies A1 and A2. Let u: R* — R. If
u € C?(D) and u and Lu are bounded in D, then for every x € D,

lim Eu(Xe, )P =[u(e)" + [ Gia,y) [ Fuly), uz)v(y,2) dsdy (652)

~» [ Go@.pum) I Lu(y) dy. (65.3)
D

If in addition D¢ satisfies VDC and |0D| = 0, then 11]1%% E*u(X5, )P = E* |u(X,,)P.

Proof. Let x € D. Since u, Lu and E*rp are bounded on D, by (2.2.9) we get that the integral
in (6.5.3) is finite. Therefore, using the arguments from the proof of Proposition 6.3.3, in what
follows we may and do assume that [pa |u(z)[P(1 A v(z))dz < oo, because otherwise both sides
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of (6.5.2) are infinite. With this in mind we first consider open Lipschitz U CC D so large that
zeU.

Let p > 2. Since u € C?(D), we get that L|ulP(z) and E®|u(X,,,)|P are finite for z € U, and
(6.3.6) holds. Furthermore, since Lu is finite in D, the following manipulations are justified for
y € D:

LlulP(y) = LluP(y) — pu(y) "~ Lu(y) + pu(y) "~V Lu(y) (6.5.4)

=~ lim (lu(=)P — ()P — pu(y)*~V (u(z) - uly)))v(z,y) d2

e—0t |z—y|>e

+ pu(y) PV Lu(y)

= Joa Fy(u(y), u(2))v(y, z) dz + pu(y) P~ Lu(y).

Consequently, (6.3.6) takes on the form

B u(Xo)P = @) + [ Gutey) [ Rl u@v 2 ddy  (659)
- /U G (a,y)u(y)®~" Lu(y) dy. (6.5.6)

For clarity we note that the left-hand side of (6.5.5) is finite and the integral in (6.5.6) is
absolutely convergent, so the integral in (6.5.5) is finite as well.

For p € (1,2) we proceed as in the proof of Proposition 6.3.2, that is, instead of |u(x)[P we
consider £ > 0 and the function z +— (u(z)? 4 £2)P/2. We obtain (cf. (6.3.10) and (6.5.4)),

B (X )2+ 2P = (u(e)? + 22 + [ Gulany) [ FO () u@)ely, ) dedy (657

—» [ Gulapu) )+ D Luy) dy. (653)
U

As in the proof of Proposition 6.3.3, the left-hand side tends to E*|u(X,,)|P as ¢ — 0". Fur-
thermore, since Lu and u are bounded in D, the integral in (6.5.8) converges to that in (6.5.6).
Then we apply Fatou’s lemma and the dominated convergence theorem to the integral on the
right-hand side of (6.5.7) and we obtain (6.5.5) for p € (1,2), too.

We let U T D in (6.5.5). By the boundedness of u and Lu in D, the integral in (6.5.6) tends
to the one in (6.5.3), which is absolutely convergent. The integral on the right-hand side of
(6.5.5) converges to the one on the right-hand side of (6.5.2) by the domain monotonicity and
the monotone convergence theorem. Since the limit on the right-hand side of (6.5.2) exists, the
limit on the left-hand side must exist as well. This proves (6.5.2).

If D¢ satisfies VDC and |0D| = 0, then Corollary 2.2.3 holds true. Furthermore, we have

B |u(Xr, )P = E*[|u(X7,)|P; 70 # 7n] + E*[[u(X7p)I; v = 7D]-
The first term on the right converges to 0 by the boundedness of v on D and the fact that
P*(ry # 7p) decreases to 0 as U 1 D, see Corollary 2.2.3. The second term converges to
E?|u(X,)|P by the monotone convergence theorem. Thus the left-hand side of (6.5.5) tends to
E*|u( X, |7, O

We next provide a Douglas-type identity for a class of non-harmonic functions:
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Theorem 6.5.4. Suppose that the assumptions of Theorem 6.4.1 hold with the addition that D
is bounded. Let u: R? — R be bounded, u € C%(D) and Lu be bounded in D. Then

e [Pplu]] = EX[u] + Ap(u), (6.5.9)
where

Ap(u) = / (@)Y Lu(z dx+/ / (&) — Polu)(x)) v(w, ) dwdz.

Proof. Since u is bounded on RY, we have [pa [u(z)|(1 A v(z))dz < oo.
Assume first that Hg) [u] < co. From Theorem 6.4.1 we have

eX[Pplu]] = HE [ul.

By the definition of vp, see (2.2.20), and Fubini-Tonelli,

pHD //C DCF ,u(2))Pp(x, 2)v(z, w) dzdwdz.

We apply Lemma 6.2.1 (iii) to a = u(w), b = u(x), with w € D¢, z € D, X = u(X,,) and
E = E”. Note that EX = Pp[u](z). This yields:

Fp(u(w), u(z))Pp(x, 2) dz
De

=/ Fy(u(@),u(2))Pp(z, ) dz + Fy(u(w), u(x)) + (pu(w) " — pu(a) 1) (u(z) - Pp[u)(x)).

After integration, we obtain
pHD / / Fo( ,u(2))Pp(x, z)v(z,w) dzdwdz
C DC
+/ Fp(u(w), u(z))v(z, w) dwde
D JDe
[ a7 = pu@) ) () - Polul(e) v, w) duds
D JDe
=: Al(u) + AQ(U) + A3<’U,)
Note that every term above is finite. Indeed, by the boundedness of u,
|As(u)] < /D /D Ju(z) ~ Polu)(@)|v(z, w) dud.
To prove that this is finite, let v = u — Pp[u]. We have Lv = Lu = f € L*°(D) and v = 0 on
De. Note that v € C?(D) and [ga [v(2)|(1 A v(z))dx < oo, cf. Lemma 4.3.4. Let U CC D. By
Lemma 6.3.1,

E*v(X5,) — / Gu(z,y)f(y)dy, =z=eU.

Since u is bounded on R?, we have E*u(X,,) — E*u(X,,) = Pplu](z) as U 1 D, cf. the last
part of the proof of Proposition 6.5.3. Hence, the boundedness of f, the domain monotonicity
and the dominated convergence theorem yield

/GD:Uy y)dy, x € D.
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This allows us to further estimate As:
| As(u)| 5/ / / Gp(z,y)v(w, x) dydwdz :/ Pp(y,w)dwdy = |D| < 0.
D JDeJD D JDe

Since Aj(u) and As(u) are nonnegative, they must be finite as well, because Hg) [u] < oco. We
then have

(@), u(2) Pp(r, 2) dz = B R (u(@), u(Xep )
= E*|u(Xrp) P — [u(@)” = pu(a) P~ (Pplu(x) — u(x)).

Thus, by Proposition 6.5.3 we obtain
Ai(u) = Ay(u) —p/ / / Gp(z,y)uly) PV Lu(y)v(z, w) dydwdz (6.5.10)

—p [ [ u@" ) (Pplu)(a) - u(@)v(a,w) dude,

where Ay(u) is the integral in (6.4.7). Note that As(u) + Agq(u) = pgg)[ ]. Also, all the
expressions in (6.5.10) are finite, see the discussion of Az(u). To finish the proof of (6.5.9) in
the case H%) [u] < 0o, we simply note that pAp(u) = A;(u) — Asg(u) + As(u).

The situation H(Dp) [u] = oo remains to be considered. Since Pplu] is bounded in D, by

arguments similar to those in the estimates of As(u) above, we prove that Ap(u) is finite.
Therefore by Theorem 6.4.1 the identity (6.5.9) holds with both sides infinite. t

Knowing the form of the remainder Ap(u) in the Douglas identity (6.5.9), we may provide

an example which shows that Poisson integral need not be a minimizer of 587) for p # 2; it is
only a quasiminimizer by Proposition 6.5.2.

Example 6.5.5 (The Poisson extension need not be a minimizer for p # 2). Let p > 2 and
consider 0 < R < Rj such that D CC Bpg. Define

gn(2) = (121 = B) 7P An)1p, 5, (2).

Since each g, is bounded with support separated from D, we have g, € X} N Xp; see the
discussion following Example 4.2.4. By (2.2.17) there exists ¢ > 0 such that

Pp(xz,z) <e¢, ze€D,zeBpg, \ Bg. (6.5.11)
Furthermore, for every U CC D there is € > 0 such that
Pp(xz,z) >€, x€U, z€ Bg, \ Bg. (6.5.12)

For x € D we let
un(z) = Gp[1)(z) + Pplgn](z).

Obviously u, are bounded on R?. We will verify that Gp[1] € C?(D). For this purpose we
let f be a smooth, compactly supported, nonnegative function equal to 1 on D. By the Hunt’s
formula and Fubini—Tonelli we get

GolfI(w) = Goll(a) = [ Glo—y)fW)dy B [ G )f@)dy, o R (6513)
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Here G is either the potential kernel or the compensated potential kernel of (X;); see [81,
Appendix A] for details. In particular, by [81, Corollary A.3] and [139, Theorem 35.4] G is
locally integrable, thus the first term in (6.5.13) is finite and smooth in D. Since the latter term
in (6.5.13) is a harmonic function, we get that Gp[1] € C?(D). In particular, by Lemma 4.4.10
and Dynkin [64, Lemma 5.7] we have Lu, = 1 in D. We are now in a position to apply Theorem
6.5.4. Fix open U CC D. We get

Ap(upn) = f/Dun(:C)p_l dac+/D/Cun(w)p_lGD[l](x)u(x,w) dwdx
_ / (E%un (X )P = (B%un (X ) + Gp[1)(@)P~) da = / + / . (65.14)
D v JD\U

We claim that Ap(u,) > 0 for large n. Indeed, recall that Gp[1](x) = E*7p is bounded. Since
the integrals [},c gn(2) dz are bounded, by (6.5.11) there is M > 0 such that E%u,(X,,) < M
for every € D and n € N. Therefore the integral fD\U in (6.5.14) is bounded from below,

independently of n. Note that [ gn(z)P"'dz — oo as n — oo. Thus, by (6.5.12) we obtain
that [; — oo in (6.5.14) as n — co. Hence, for sufficiently large n we get that Ap(u,) > 0,

which proves that Eg)) [Pplun]] > 587) [up] for some n, as needed. The case p € (1,2) may be
handled similarly, by using g,(2) = ((]z| = R)"' A n)1p, \5p(2) and un = Pplgn] — Gp[1].

6.6 Further discussion

6.6.1 Extension theorem for spaces W}

As usual, D is a nonempty open set in R%. We define yet another type of function spaces
generalizing Vp. They are based on the forms reminiscent of those considered, e.g., by Dyda
[60] but with more general Lévy kernels.

Wh = {u: RY R ’ // lu(z) — u(y)|Pr(z,y) dedy < oo}. (6.6.1)
Rd xR\ De x D¢
We will show that the functions from the following space have an extension in W§.
b= {g: D¢ =R ‘ // lg(w) — g(2)Pyp(w, z) dwdz < oo}.
Dex D¢

Proposition 6.6.1. If p > 2 then (6.1.5) holds true under the assumptions on D and v from
Theorem 6.4.1, and the Poisson extension acts from Y} to W.

Proof. Assume that g € Y5, i.e., the right-hand side of (6.1.5) is finite. By a simple modification
of the proof of Lemma 4.4.6 we get that g € LP(D¢, Pp(z,z)dz) for every x € D, in particular
the Poisson integral Pplg](z) converges absolutely. By the definition of vp, see (2.2.20), the
right-hand side of (6.1.5) equals

[ ] low) = @i, 2Pt 2) duduwds,

We use Fubini—Tonelli and consider the integral

/Dc l9(w) — g(2)|"Pp(z, 2) dz = E* [u(X7,) — g(w)]”.
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By Lemma 6.2.2 we get that for x € D and w € D¢,
E* [u(X7p) — g(w) P = E*[u(Xrp,) — u(@)” + |u(z) — g(w)[” > B ju(Xrp,) — u(z)[.

We apply Proposition 6.3.3, to @(z) := u(z) — u(x). It is L-harmonic on D and u(z) = 0,
therefore

B u(Xop) —u@)” = [ Golay) [ Fl(w). 7)) dady.

For p # 2 it is not true that F,(a +t,b + t) is comparable with Fj(a,b), but since p > 2, by
Lemma 6.2.4 we have F,(a+t,b+1) > cla+t—b—t|P = cla — bP. It follows that

Fp(uly), u(2)) Z u(y) —u(2)[",

and thus
B |u(Xop) — g 2 [ Gploy) [ uly) = u(z)Po(z.y) dedy.
We integrate the inequality on D¢ x D against v(w,z)dwdz as in (6.4.7), and the right-hand
side is
| [ u@) - uwPrayydsay =5 [ ) - ut)pote,y) dody.
¥ R’ide\(DCXDC)
The result follows. O

We remark that in general (6.1.5) fails for p € (1,2); see Lemma 6.6.4 and Example 6.6.5.

6.6.2 Inclusion of smooth functions

Below we discuss whether the spaces V}/; and W} contain the smooth functions. In most cases
we get a positive answer.

Lemma 6.6.2. For every p > 1 we have C°(R?%) C Vﬂgd CVh.

Proof. The inclusion V[é’d C V} follows from the definition. The remaining arguments are rather
standard, cf. Proposition 2.3.2, but due to the numerous characterizations of V? ra 1t is not
obvious which one we should work with. For example, it is rather unclear how to proceed with
the version using (b — a)?(|b| V |a|)P~2, cf. Lemma 2.3.5. Here is an efficient approach.

To prove that C2°(RY) C VF,, we let ¢ € C°(R?). We have

26(z) — d(a + 2) — d(z — 2)| < M(LA|2]?), ,z€R%

It follows that L¢ is bounded on R?, cf. (2.3.1). Thus,

/Rd 16(2) [P~ | Lo(z)| dz < oo, (6.6.2)

Furthermore, by the dominated convergence theorem and the symmetry of v,

@ Loy da=§ [ @Y tim [ (20(@) = dla+2) — dlo = 2))() dada
R

e—0t ‘Z|>€

= lim o(x) PV (p(z) — d(x + 2))v(2) dzdz.

=0T JRL J|z|>e
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By Fubini’s theorem, the substitutions z — —z and * — = + 2z, and the symmetry of v,
L] @M@~ oo + 2)p(z) dada
Re J|z|>e€
—/ / oz 4 2) PV (p(x + 2) — ¢(z))v(z) dzdz
Rd J|z|>e
= /ll 0@+ 2V —4(@) ") (e + 2) — $(x)) dav(z) d
z|>€
for every e > 0. By (6.2.10), the monotone convergence theorem and the above,

el =1 [ [ (0le+ 2 — o)) (6w +2) ~ 6()w(z) ded
::éd¢@ﬂ@*UL¢@ﬁdx. (6.6.3)

The result follows from (6.6.2) and (6.2.12). O

The inclusion C2°(R?) C V} indicates that the Sobolev—Bregman spaces will be useful in
variational problems posed in LP.

The situation with the spaces W} is more complicated. While for p > 2 we have a result
similar to that of Lemma 6.6.2, for p € (1,2) it is not so. More precisely, we have the following
two lemmas:

Lemma 6.6.3. For p > 2 we have C°(R?) C WP, C W,
Proof. For ¢ € C°(RY) let K = supp ¢. Then we have |¢(z) — ¢(y)| = 0 on K¢ x K¢ and
6(@) = WP SLA |z —ylP STAJz—yl?, 2,y € RT xR\ K°x K°.

It follows that ¢ € W Rd, cf. Lemma 2.3.5. The inclusion W - Wﬁ is clear from the definition
of the spaces. O

Lemma 6.6.4. Let p € (1,2) and assume that for some r > 0 we have v(y) = |y|=@P for
ly| <r. Ifu e Wg has compact support in R® and vanishes on D¢, then u = 0.

Results of this type are well-known for the spaces with integration over D x D, where D
is connected. Brezis [31, Proposition 2| shows that any measurable function must be constant
in this case; a simpler proof of this fact was given by De Marco, Mariconda and Solimini [50,
Theorem 4.1]. Lemma 6.6.4 follows by taking Q = R in the aforementioned results, but we
present a different proof. Such facts also hold true in the context of metric spaces, see, e.g.,
Pietruska-Patuba [126]. We will see in the proof of Lemma 6.6.4 that the result reduces to that
with D = R4,

Proof of Lemma 6.6.4. We may assume that u is bounded, because the p-increments of (0Vu)A1l
do not exceed those of u. Thus, since u is compactly supported, we get that v € LP(R?)NL?(RY).
Let

u(g) = /d u(z)e ¢ dz, ¢ € R
R
The Hausdorff-Young inequality asserts that for u € LP(RY) we have

[ullp = (1@l (6.6.4)



106 CHAPTER 6. NONLINEAR DOUGLAS IDENTITIES

where p’ = p%l, see, e.g., Grafakos [78, Proposition 2.2.16]. We estimate the left-hand side of
(6.1.5) by using (6.6.4):

// lu(z) — u(y)Pr(z,y) dmdy—/ / x) —u(z + y)[Pr(y) dedy

R4 xR\ D¢ x D¢ %

> [ (16 = at+ )@ d) vt dy

= [ (Ln=emera@p ag)” v ay.

"d\‘v@

By (6.6.4), |(¢)[P' d¢ is a finite measure on RY. As we have p/p’ < 1, by Jensen and Fubini-
Tonelli,

L (Lo ia@r ag) v

P
Y

Wdyz [ v [ = e dedy
= [ GOF [ 11— emepuy) dyds.
R4 R4

Since |1 — €2™Y| > |sin 27&y| and v(y) = |y|~97P for small |y|, the integral is infinite, unless
u =0 a.e. in R% O

As a comment to Lemmas 6.6.2 and 6.6.4 we recall that V} is defined in terms of F,. When
a is close to b then, regardless of p > 1, the Bregman divergence F,(a,b) is of order (b — a)?
rather than |b — afP. Thus V} agrees with the Lévy measure integrability condition better than
WE does.

The following example indicates that the scale of linear spaces W}, may not be suitable for
analysis of harmonic functions when p < 2:

Example 6.6.5. Let v and p be as in Lemma 6.6.4. Let B = B(0,1) and assume that D is
bounded and d(D, B) > 0. Then there is g € Y} such that u := Pplg] ¢ W}, i.e.,

lu(z) — u(y)Pr(z,y) dedy = oo. (6.6.5)
Rd x R4\ D¢ x D¢

Let g(z) = 1p(z) for z € D°. Then g € VP, cf. the arguments following Example 4.2.4.
Clearly, u is bounded in D. By the positivity of Pp, see (2.2.17), we have u(xz) > 0 for every
xz € D.

The illustration in Figure 2.5 may prove useful for the following argument. Note that B,
D¢\ B = B¢\ D and D form a partition of R?. Therefore their Cartesian products partition
R? x R?; in fact also B¢ x B¢ and R? x R\ D¢ x D¢ (see below). Since u vanishes on D¢\ B,
u(z) — u(y) vanishes on (D°\ B) x (D¢ \ B). It follows that

/c / c y)lPv(z,y)dzdy < // lu(z) —u(y)Pr(z,y) dedy. (6.6.6)
Re x R4\ D¢ x De

Define & = v on B¢ and ©w =0 on B. Then, u =u on D, u = 0 on D¢, and

fi(e) — ()P ria ) dady = [ [ + /D/c\B+ /C,\B/D+ Lt b,

R xR\ Dex D¢
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/F/F ) —u(y)|[Pv(z, y)da:dy+2/ lu(y ’P/ v(z,y) dzdy.

By the boundedness of u, the boundedness of D and the separation of D and B, the last integral
is finite. Furthermore, since @ is not constant and vanishes on D¢, the left-hand side is infinite
by Lemma 6.6.4. Therefore the left-hand side of (6.6.6) is infinite, which yields (6.6.5).

6.6.3 Comparison of V5, W} and the fractional Sobolev-type spaces for p > 2

The extension and trace theorem of Dyda and Kassmann [62] reaches beyond the case p = 2.
The spaces considered there are similar to the fractional Sobolev spaces W*P from Example
2.3.9 in terms of the integrand, and similar to the Sobolev—Bregman spaces V} in terms of the
integration domain. Namely, for p > 1 and s € (0,1) we let:

Vs’p(D):{u:Rd%]R‘ // dedy@o}.

RI xR\ D¢ x D¢

Contrary to the authors of [62], we disregard the LP norm, because our goal below is to
gain deeper understanding on how different methods of measuring the increments affect the
smoothness of functions, cf. Remark 2.3.6. For s = /2, p = 2, and the fractional Laplacian
L = (—=A)*/2, the spaces V*P(D), V5 and W5 coincide, cf. (6.2.12) and (6.6.1). For p > 2 this
is no longer true in general. We will prove that in certain range of p and s, these three spaces
are pairwise different.

Proposition 6.6.6. Let p > 2. Then we have
(i) Vb CWh.
If furthermore v(x,y) = c|lx — y|*T?s with s € (0,1), then the following statements hold.

(ii) If 2s(1 —2/p) > 1, then the above inclusion is proper, that is, there exists v: R? — R such
that v € WH\ VE.

(iii) If 2s — 2/p > 1, then the set V5 \ V*P(D) is nonempty. Consequently, WH \ VSP(D) is
nonempty as well.

(iv) If D is bounded, then for every s € (0,1) both VSP(D)\VE and V5P(D)\ W} are nonempty.

Proof. (i) The inclusion follows immediately from Lemma 6.2.4.

In the proof of (ii) and (iii), we assume for clarity that B(0,1/2) C D. Recall the notation
R? > 2 = (2/,24), where 2’ € R"! and x4 € R, and consider R? > 2z — (z4)4 = 24 V 0.

(ii) Take ¢ € (0,1) and let vg(z) := ((zq4)% + 1)¢(x), where 0 < ¢ < 1 is a smooth function
compactly supported in B(0,1/2), equal to 1 on B(0,1/4). Since 1 < vy < 2 in B(0,1/4), b
(6.2.1) we have F,(vy(z),v,(y)) = (vy(x) — v4(y))? for z,y € B(0,1/4). Thus,

F(vg(@). vy(y)) (v() = v(9))?
// p’xq_y|d+28 dx y>/ 01/4)/3(01/4) \x—y\di?s dady

Rd x R4\ D¢ x D¢

2q

B(0,1/8)N{wa>0} J B(0,1/4)"{ya<0} |T — y[@+?s

2q—2
x5 dx,

2,
B(0,1/8)N{z4>0}
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which is infinite if ¢ < (25 — 1)/2, L.e., vy ¢ V} for ¢ within that range.
On the other hand, we have |vy(x) — v4(y)| S 1 A |z — y|9, and since suppv, C B(0,1/2),

|Uq( ) — Uq Y)| / / |z — y|P?
d d dzd
|z — y|dt+2s Ve B0,1/2) JB0,3/4) [T — y|dt2s Y

R xR\ D¢ x D¢
1
4 / / —dady.
B(0,1/2) JB(0,3/4)c |T — y|d+2s Y

The latter integral is finite for any s € (0,1), and the former is finite if and only if ¢ > 2s/p,
which means that v, € W} for this set of parameters. To summarize, we get that v, ¢ V} and
vy € W} provided that s(1 —2/p) > 1/2 and ¢q € (2s/p, (25 — 1)/2].

(iii) Now take ug(z) = (zq4)% ¢ (x) with ¢ as above and ¢ € (0,1). We first determine sufficient
conditions for uq ¢ V*P(D). Similarly as above we write

— p Pq
I 02 Ly s
R xRd\ Dex De [z —y| B(0,1/8)n{zg>0} J B(0,1/4)"{ya<0} |T — Y|

pe / 2P dg,
B(0,1/8)N{za>0}
1

which is infinite if ¢ < s — e

We now analyze the integral defining V. By using (6.2.2) and the boundedness of u,, we
get

Fp(uq(z), ug(y))
o -y W
Rd x R4\ D¢ x D¢

q(p—2)

S ()} ~ W)@ T + ¥ ™) |
_ o|d+2s rdy
B(0,3/4) J B(0,3/4) |z — y|

dxdy
+ / / 1o _ o)|d+2s°
B(0,1/2) J B(0,3/4)¢ |z — 9

The latter integral is finite for every s € (0, 1), while the former is bounded from above by a
multiple of

( yd)z p(q—2)
dzd
/B(0,3/4)ﬂ{yd>0} /B(0,3/4)ﬂ{xd>yd} |z — y|d+25 Y
pq
B(0,3/4)n{ya<0} J B(0,3/4)n{zq>0} |T — ! s

To estimate I;, we make use of the following observation: if ¢ € (0,1) and a > b > 0, then
we have

a? — b1 < gh?a —b). (6.6.7)

Therefore, we have

y X
e [ Ui/ A
B(0,3/9N{ya>0} JB(0,3/0)0{za>ya} [T — y|dT2572

Since 2s — 2 < 0, the integrals over x are bounded and thus ¢ > 1/2 suffices for I; to be finite.
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Next, we have

L < / b / W e~ /
B(0,3/4)N{z4>0} B(0,3/2)\B(0,zq) |y|?T%* B(0,3/4)N{z4>0}

pq—2s
xy dzx.

Thus, I3 is finite provided that p > (2s — 1)/q, which is not really a restriction, because with
g > 1/2 we have (2s — 1)/q < 4s —2 < 2 and p > 2 is the standing assumption in this result.
Therefore we get that if p,q, s satisfy 1/2 < ¢ < s — 1, then v, € V}, but v, ¢ V(D). Also,

P

by (i), vy € WE\ V*P(D).
(iv) Now consider the functions u,4(z) = |2|71p¢ (), ¢ > 0 with R so large that u = 0 in the
neighborhood of D. Both u, € V) and u, € W} are equivalent to ¢ < %s, while u, € V*P(D) is
equivalent to ¢ < s. Therefore, for ¢ = %s we have u, € V¥P(D), while uy ¢ VB, us ¢ Wh. O
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Appendix A

Apart from Subsection A.1.3, the contents of this Appendix appeared in [21] up to some modi-
fications and explanations.

A.1 Further results from potential theory

We recollect the definitions of the concentration functions for the convenience of the reader.

2 2
K(r)= / @V(Z) dz, h(r) = K(r)+v(By) = / (‘ZL A 1) v(z)dz,
lz|I<r T R\ T
1
V pu—
(r) 0
A.1.1 Hitting the boundary
Assume that v satisfies A2. Then for every R € (0, 00),
vAr) <ed 4 Pu(r), 0<A<1,0<r<R. (A.1.1)

Indeed, for r € (0,1] we can take ¢ = C9, and if 1 < r < R, then

(M) < VML) £ CA (1) < G A (),

We have K > 0 and h > 0. Furthermore, h is strictly decreasing, but r2h(r) is increasing, which
is seen directly from the definition. Thus for ¢ > 1 and r > 0,

h(r) > h(ar) = (ar)*h(ar)/(ar)? > r?h(r)/(ar)? = h(r)/a>. (A.1.2)
Recall that wy = 2742 /T(d/2) is the surface area of the unit sphere in R?. We obtain
K(r)=1r"? /OT wasT 20 (s)ds > v(r)riwg/(d +2), > 0.
By (A.1.1), for every R < oo we get

ki) = FQ/ was®lu(s)ds < 07;2/ was™ v (r)(s/r) " Fds
0 0

= v(r)riewq/(2 - B), 7 <R.

111
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Therefore, for every R € (0,00),

K(r)

rd ’

0<r<R. (A.1.3)

v(r) ~

It is known that
h'(r) = —2K(r)/r, (A.1.4)

see Bogdan, Grzywny and Ryznar [26, (3.5)]. If 0 < r < R/2, then by (A.1.3) and (A.1.4) we

have

00 R K
v(By) :/ wgsTu(s)ds > c/ sd_1$ ds

r S

R
= _C/r h'(s)ds = c(h(r) — h(R)) > ¢ <1 — h}(L](%]j)Z)> h(r).
Thus, by the definition of h, for every R € (0, 00),
v(By) =~ h(r), 0<r<R/2. (A.1.5)

The below proof follows the argument given for the fractional Laplacian by Wu [161, Theo-
rem 1].

Proof of Lemma 2.2.2. The trajectories of X are cadlag, so locally bounded, therefore

P*(X,, € O0D) = P*(1p < 00, X,, € OD) = I%im P*(tp < TR, X7, € OD).
— 00
We have P*(7p < Tp,, X7, € OD) < P*(Xy,, € O(D N Bg)) for every R > 0. Indeed, if
Tp < TBg, then X, € Bp and it suffices to note that 0D N Br C 0(D N Bg). Therefore
in what follows we may assume that D is bounded and that VDC (2.1.1) holds. Let a =
max{(2|B1|/Cyac)"/%,2}, where Cyq. is the constant from (2.1.1). By (A.1.5),

v(BE) = h(r), r < a’diam(D).
Here, as usual,
diam(D) = sup{|z — y| : z,y € D}.

For x € D we let r, = dp(x)/2 and B, = B(z,r,). If Q € 9D is such that |[x — Q| = dp(x),
then by (2.1.1),
DA (BQar) \ BQ,m)| > [BQ, )], >0, (A.16)

By unimodality of v, (A.1.6), (A.1.5) and then (A.1.2) we get

v(z, D) > Z v (DC N (B(Q, akrw) \ B(Q, ak_lrx)> — l’)

k>1

> Z V(akrcr: + 2r;)|B(Q, ak_lrx”
k>1

> v(a" )| B(Q, aFPry) \ B(Q, a"try)|
k>1

v

k

a_gdy(ngrz) ~ h(a®ry) = h(ry).

= V(akHTZ)IB(O,ak“m) \ B(O,akHrm)\
>1

v
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The estimates for Poisson kernel for the ball [82, Lemma 2.2] give

Pg,(0,2) 2 v(2) |z| >r>0.

By (2.2.10) we have wp, (7, A) := P*(X,, € A) = [, Pp, (0,2 —x)dz, if dist(D, A) > 0, hence
v(z, D)

/> A.l7

S (A17)

where ¢ > 0 does not depend on z. Following [161], we write

P*(X

TBg

e D >

P*(X,, € OD) = P*(X

TBg

€ 0D)+P*(X

TBg

€D, X, €0D)

The first term vanishes because |[0D| = 0. By the strong Markov property and (A.1.7), the
second term is equal to

E*[P¥75e (X, € OD)1p\ g, (Xry, )] < sup PY(Xr, € ID)P (X, € D\ By)
y€E

< (1 —-c¢)supP¥(X;, € 0D).
yeD

Thus, for every x € D we have

P*(X,, € 0D) < (1 —¢)supPY(X,, € 9D).
yeD

This implies that sup P*(X,, € 0D) = 0.

xeD
O
A.1.2 Estimates of the interaction kernel
In the proof of the result for the half-space we often use the following global scalings.
A4 There exist constants «, 5 € (0,2) and ¢ > 0 such that
v(Ar) < eX"4Pu(r), 0<A<1,r>0. (A.1.8)
v(Ar) > A (r), 0<A<1,7r>0. (A.1.9)

Note that (A.1.8) is but a global version of (4.2.1), equivalent to 7%*1(r) being almost increasing
on (0,00): p™Pu(p) < er®Pu(r) if 0 < p < r < oo, cf. Bogdan, Grzywny and Ryznar [24,
Section 3]. Clearly, A4 holds true if L = A%/2,

We start with some further observations about the functions h, K and V', see the beginning
of this appendix, under the global scalings A4. Note that V is increasing. If (A.1.8) holds, then
by a similar procedure as in (A.1.3) we obtain its global version

K
V(s) ~ S(j>, s> 0. (A.1.10)
For a € (0,2] we denote
K
Ua(s) = ) o2,
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Due to [82, Theorem 1.2], unimodality of v and (A.1.10), U, is almost decreasing, i.e., there
is a constant ¢, > 0 such that for all 0 < s; < sy we have Uy(s1) > caUa(s2), in short
Ua(s1) Z Uqa(s2). A direct calculation gives

_(VL,))/ _ V(s)SK(S) ~ V(s)v(s)sL, V2 (s) = 26010y (s), (A111)

The factor s~! will be useful for integrations in polar coordinates. It is also easy to verify that
s2h(s) is nondecreasing, hence V (s)/s is nonincreasing and for every A € (0,1) we have

V(s) > V(As) > AV (s), s>0. (A.1.12)

Recall that for an open D C R?, r(z,w) = |z —w|+dp(2) + dp(w) and 6p(w) = d(w,dD). Here
is our main result for the half-space

H={zeR: 4> 0}.
Theorem A.1.1. Let d > 3 and assume that (A.1.8) holds true. Then,

V2(r(z,w)v(r(z,w))
V(6m(2))V (0 (w)) -

TH(Z,w) S

If we additionally assume (A.1.9), then

V2(r(z, w))v(r(z, w))
V(6r(2))V (61 (w))

The proof of Theorem A.1.1 given below uses the following estimates of the Poisson kernel
of the half-space. Below we will use the ‘profile’ notation for Lévy measure, that is v(|z — y|)
rather than v(x,y). This should help to keep track of the usages of various functions and their
properties given above.

v (z,w) ~

Lemma A.1.2. Let d > 3. Assume that (A.1.8) holds true. Then,

PO vy — syl —2l), we H, ze B

Proof. By [82, Theorem 1.13],

V(6u(x)) V(6u(y))
V(0 (x) + |z —y[) V(6u(y) + |z —yl)

From (A.1.8), the Ikeda—Watanabe formula (2.2.12) and the monotonicity properties of V, U,, v,

Pr(z,z) _ / _Vou(y)
V(or(x)) ~ Jan{lz—z<2lz—y)} V(|2 — 2[/2)

Gu(z,y) ~ Us(|lz —y|), =,ye€H. (A.1.13)

Us(|z — 21/2)v(ly — 2[) dy
1
" /|xz|>2|xy V(lz —yl)

< Uy (Jx — #/2) /Bc( V= =wtly — =0) dy

2,05 (2)

Us(lz — yv(lz — 2[/2) dy

tvlz=al) [ Uyayhdy
Bla—z|/2
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<Ua—21/2) [ Vshelshdy+v(z=al) [ Uyalydy
Bsy2) Blo—z|/2
Ur(lz — 2|) Usr(lz — 2[)
< +U r—z[)=2 .
Sty T =)
In the last inequality we use (A.1.10) and the formula A'(r) = —2K(r)/r, see (A.1.4), which
result in K(s) K(s) .
o0 s T s
ds = h'/? d ds = :
/r n72(s)s () and () = WG

We next prove a matching lower estimate. Using repeatedly the monotonicity properties of
Us,, V, the inequality (A.1.12) and the scaling of v we see that up to a multiplicative constant,
Py (x,2)/V(ég(z)) is not less than

VORE) 1w s
/Hﬂ{yz|<2|xz|} V2(5|x—z‘)U2(3| Dv(ly — 2]) dy
V(éu(y)

)
" /Hﬂ{y—:v|§2|a:—z|} V(0u(y) + |z = y)V8lz - 2|)

v(|lx — z|) I 1
Fiar a2 Uil =2 (1 o)

Us(lz —y)v(3|z — z[) dy
> U1 (5l — 2T+

where

V(0 (y)v(ly — 2|) dy,

V(0r(y))
HO{ly—a|<2le—2} V(0r(y) + |z — y])

-/
HO{y—=|<2fe—=])

I= Us(lz —yl) dy.

First we estimate the integral I. Without loss of generality we may and do assume that z =
(0,...,0,zg) with zg < 0. Consider the cone I' = {(7,v4) : 9] < yq}. For y € T we have
20p(y) > |y — 2| — 0m(z). Hence, by the rotational invariance of v, (A.1.11) and (A.1.12) we
obtain

[ > / V((ly - 2| - du(2))/2)v(ly — =) dy
n{ly—z|<2|z—=2|}

> o(d) Vil — 2l - s:(z)lly — ) dy
30p (2)/2<|y—z|<2]z—2|
> [ Vs ! !
S)V\S)S S X — .
2 Jusoe V(@2 Ve —2)

Similarly,

V(ou(y))
L= ‘/|y—$|§2(|x—z|/\yd) WUQW —yl)dy

>/ Ua(fo = ) dy ~ V22l — ),
ly—z|<2|z—z|
where in the second inequality we use the isotropy of Us and the inclusion

{yily—2 <2ya} D {y:ly — 2| <2(ya —xq)+} Dx+T.
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Hence, up to a multiplicative constant, Py (x,z)/V (0g(x)) is not less than

I 1 1 1 Ui(|lx — z]|)
0= (T ~ Voo * VOR D) 2 Vi)
Since Uy (s) ~ v(s)V?2(s), the proof is complete. O

Proof of Theorem A.1.1. By the definition of vp, see (2.2.20), and Lemma A.1.2 we have

o
V(on(2))

Let Z € H be the reflection of z € H® in the hyperplane {x4 = 0}. Then |w — Z| ~ r(z,w) and
for z € H we have |z — Z| < |z — z|, and dg(2),dg(z) < |x — z|. Consequently, by (A.1.14), the
estimates of the Green function (A.1.13) and Lemma A.1.2 we get

(2, w) ~ /HV((SH(JC))V2(|30—z\)v(]z—x])v(\w—m\)dx. (A.1.14)

i (2, w)\V2 (55 (2 / V2 2 5H(Z3|>)V4(]m—z|)y(|z—z)l/(|w—x|)dx (A.1.15)
< Pyu(zZ,w) “//((sg((i))))VQ(ﬁ—w|)1/(|2—w|). (A.1.16)

We next assume (A.1.9) and prove the matching lower bound. It suffices to replace z with Z in
the right-hand side of (A.1.15) because then we have approximation & instead of inequality <
n (A.1.16). Thus, we are going to prove that the integral with Z in place of z is comparable to
the original one. We once again use (A.1.12) and obtain

V@)W OHE) a0
L o s IO a2z — sl —
~ VA6 ()0 — ) ()" (A117)

For the integrand with Z we have

VOr(@)V0u(Z)) {4 z—zZ|)v(z—x)v(|lw—2z|)dx
Fusauiorn Voon 7l 3 0 = vz = el
%V(|w—2|)/ V(|2 v(|z]) dz = V2(5g(2))v(r(z, w)). (A.1.18)
S (2)/2

The last comparison follows from V*(s)v(s)s?t ~ [V?](s), cf. (A.1.11). Since (A.1.9) gives
v(r)rdV?(r) =~ 1, cf. (A.1.10) and the definitions of V and h, the right-hand sides of (A.1.17)
and (A.1.18) are comparable. We have |x — Z| = |z — z|, for z € H such that |z — 2| > dg(z)/2.
Therefore we can replace z by Z in the integrand in (A.1.15), and so

Gow) _ VAr(zw)
V20u(2) "~ Vn()V 0 (w))

v(r(z,w)).

The result for the bounded C'! open sets has a similar proof, so we will be brief.
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Proof of Theorem 4.2.5. Let D be Cb! at scale 2R > 0, cf. Lemma 2.1.4 and recall that we
assume A2 and A3 given in Section 4.2. Obviously, R < diam(D).
(i) First we let dp(z),dp(w) > R. By using (2.2.17) and the unimodality of v, we obtain

v(0p(w) + diam(D))E*rp < Pp(z,w) < v(dp(w))E*mp.
By (4.2.2),
v (0p(w) + diam(D)) ~ v(dp(w)).

These imply

vp(z,w) = v(dp(z / E*rp dw,
which ends the proof in the first case.
(ii) We next assume that dp(z) < R < dp(w). We get

vp(z,w) = v(dp(w / E*mpr(lz — z|) dz

Let A = B(z,2diam(D)) \ B(z,dp(z)) 2 D. Note that for x € A we have d4(z) < |x — z|. By
[26, Theorem 4.6, Lemma 7.2, Proposition 5.2] and (A.1.5), we have

/DIE“TDV(\z—ml)dJ:§/AE:”TAVUZ—:UDdx§/AV(5A(x))V(\z—$])dJ:

< / V(Jy)v(y) dy

Using [26, Lemma 3.5] we obtain
_
V(op(2))

Before we proceed with the lower bound and the remaining case, we recall that by [25
Proposition 4.4 and Theorem 4.5] the Dirichlet heat kernel of D (2.2.5) satisfies

p}fD($ay) ~ e_A(D)t (m A 1) (\‘;»((SD‘(/(?) 1) Piavz(r) (:Ea y)v t>0,z,y€eD,

where \(D) ~ 1/V?(R). By integrating against time we get rather standard estimates of the
Green function, cf. Chen, Kim and Song [43, proof of Theorem 7.3]. For instance if d > 2, then

V(p(#))V(épn(y))
V3(lz —yl)

The Ikeda—Watanabe formula yields estimates for the Poisson kernel (cf. Kang and Kim [101,
Theorem 2.6] and [26, Proposition 2.4]),

Vop(z)) 1
V(dp(2)) & — 2@’

Since D is Cb!, there is 29 € D such that B = B(x, R) C D. Thus, by using (A.1.19) we
obtain

p(2,w) < ev(dp(w))

Gp(z,y) ~U2<|x—y|>( m), 2,y € D.

Pp(x,z) ~

x €D, dp(z) <R. (A.1.19)

) B V(ép(z)) 1 1
/DE o]z — z|) de = /D Pp(z,z)dz 2 -/B(xO,R/Q) V(ép(z)) |z — 2| do 2 V(ép(2))
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Therefore,
1

vp(z,w) ~ I/((SD(U}))W,

(iii) The case 0p(z),dp(w) < R requires calculations which are almost identical to those from
the proof of Theorem A.1.1. The only slight difference is in the geometrical arguments, therefore
we briefly discuss them. First of all, the reflection through the boundary is well-defined for the
considered z, and if Z is the reflection of z, then dp(z) = dp(2), cf. the discussion preceding
Definition 4.5.1.

We will show that |w — Z| = r(z,w). First, assume that |w — z| < 30p(z). Then we also have
dp(w) < 0p(z) and consequently |w — Z| > dp(z) 2 r(z,w). For |[w — z| > 36p(z) we consider
two cases. Assume that |w—z| > 36p(w). Then |w— 2| > |w—z|—25p(z) > tw—2z| 2 r(z,w).
If on the other hand |w — z| < 3dp(w), then |w — Z| > dp(w) = r(z,w).

Obviously, dp(2),0p(x) < |z — z|. We also have |z — 2| < |z — z|. Indeed, it suffices to
consider the cases when |x — Z| is smaller and greater than dp(z). Furthermore, |z — 2| 2 |z — z|
provided that |z — Z| > dp(z)/2, because we have |x — z| < |z — Z| + 20p(2). O

A.1.3 The Green function

As announced in Subsection 2.2.2, we discuss the finiteness of the Green function Gp. First,
recall that the domain monotonicity holds — if U C D, then Gy < Gp. Therefore in order to
prove the finiteness of Gp for proper open D C R?, it suffices to show that either Goye or Gpa is
finite. For d > 3 all nondegenerate Lévy processes are transient, that is, the potential kernel for
the whole space Gpa is finite, see [139, Theorem 35.4 and Theorem 37.8]. For d = 1,2, the case
of the bounded sets D is resolved by [82, Theorem 1.3], see also [81, Theorem A.4]. Below we
will impose certain assumptions on v in order to obtain the finiteness of GGp also for unbounded
D, but we note that the following discussion is only an informative digression irrelevant to the
results of this dissertation, cf. the discussion following (2.2.7).

Let d = 2. Recall the Chung—Fuchs criterion [139, Corollary 37.6], which says that the
isotropic process (X;) is transient if and only if its Lévy-Khinchine exponent ¢ (cf. (2.2.1))

satisfies
dx

— < 00. A.1.20

5, 9(0) 120

Obviously, it holds if ¢(z) is bounded from below by a multiple of |z|* for some a € (0,2)
near the origin, but below we will give a sufficient condition for (A.1.20) in terms of v. By [26,

Proposition 2.4] and the definition of h we have
(1/r) ~ h(r) > v(BY), (A121)

see also the first paragraph of [26, Section 3]. Therefore, by introducing the polar coordinates
we get

dz Los o dt © dt
— & 7d3:/ 73/ —_-— . A.1.22
o= b 5= wewm =) me A2
Thus, if we assume that the scaling (A.1.8) holds, then for ¢ > 1,

v(Bf) ~ /too sv(s)ds =t /loo uv(tu) du = /loo uv(u) Z(;;L)) du >t

for some (3 € (0,2). Consequently the integral on the right-hand side of (A.1.22) converges. We
remark that the above argument requires the scaling of v only at infinity.
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For d = 1 we have the result by Grzywny and Ryznar [83, Proposition 2.3] which gives the
finiteness of Ggyc, see also the references therein. These facts are obtained under the assumption

[
o 1+9() .
We will show that this condition holds provided that A3 holds with o > 1. Note that equiv-

alently we may study the finiteness of [{°. By (A.1.5) the inequality in (A.1.21) becomes an
equivalence for r < 1, and thus we have

o dt L dt Lt
— < ~~ _— A.1.23
| em =y meam =, mEw (129
Assume the scaling condition from A3 and let R > 1 be fixed. Then, for ¢t € (0, 1),

c R R V(S) R —1l—a -«

u(Bt)Zy(BR\Bt):/ y(s)ds:u(R)/ dsZ/ 510 g e 0
t ¢t v(R) ¢

We see that the right-hand side of (A.1.23) is finite provided that o > 1. Thus, with such scaling
we get that Gygye is finite. Another way to obtain the finiteness of the Green function (for a
different class of Lévy measures) is by repeating the argument from the case d = 2. By doing
it, we may show that if (A.1.8) holds with $ < 1, then the condition (A.1.20) holds, and as a
consequence Gy is finite.

A.2 The core of the Dirichlet form for the Lévy process

Recall that Vp = Vp NL?(D) for D C RY. The following result is well-known, see [139, Theorem
31.5], but we present a short and straightforward proof for the sake of completeness.

Lemma A.2.1. The class C°(R%) is a core of the Dirichlet form (€, Vga) on L2(R?).

Obviously, the functions from C2°(R?) are dense in the uniform norm in C.(R%). In order
to show that a function u € ﬁRd can be approximated by the test functions, we do a cut-off and
then we convolve it with a smooth, compactly supported mollifier. Below we show that these
operations are continuous in an appropriate sense.

Consider a sequence of smooth functions ¢;, 7 € Nsuch that 0 < ¢; <1,¢; =1in Bj, ¢; =0
in Bf,, and such that [Vg;(z)] < M, z € RY j=1,2,...

Lemma A.2.2 (Cut-off). For every u € 17Rd, qju — u as j — oo.

Proof. The convergence in L? follows immediately from the dominated convergence theorem.
Since [(gju)(x) — (gju)(z + y) — u(@) + u(z + y)| < [(1 - ¢;(2))(ulz +y) — w(@))| + [(g;(x) —
gj(z +y))u(z +y)l|, we get

Elgu—u) < [ [ (1= g;(@)(u(e) — ulo+ 1)) dly)da (A2.)
+ [ L@@ = g+ )l + ) du(y)da. (22)
The integrands in (A.2.1) and (A.2.2) converge to 0 a.e. as j — oo. For (A.2.1) we have

(gj(z) — 1)2(u(z) — u(z +9))? < (u(x) — u(x + y))?, which is integrable against dv(y)dz since
u € Vga. For (A.2.2) we use the smoothness of ¢;:

(gj(z) — qj(z + y)*ulz +y)*> < CA Ay )u(z +y)*,
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and so
/Rd /Rd(l A ’y‘Q)u(:r —|—y)2 dzdr(y) = /Rd<1 A ‘y|2) dv(y) /Rd u(m)Q dz < .

By the dominated convergence theorem we obtain the desired result. O

Let n € C2°(B;) be a nonnegative radial function on R? satisfying [7 = 1, and let n.(z) =
e~ny(z/e) for e > 0, x € RY,

Lemma A.2.3 (Mollification). For every u € Vga, E[ns *u—u] — 0 ase — 0F.
Proof. Tt suffices to verify that I:= [ (u*n.(z) —u(z) —u*n(x+y)+u(x+y))? dv(y)der — 0

R4 x R4
as € — 07. By Fubini-Tonelli theorem and Jensen’s inequality,

I= /]Rd /Rd </B’1 (u(x —ez) —u(z+y—ez) —u(zr) +ulx + y)) n(z) dz:)2 dv(y)dx
< /B1 /]Rd /]Rd (u(x —ez)—u(z+y—ez) —ulx) +ulz+ y))2 dzdv(y) n(z)dz.

We will apply the dominated convergence theorem to the integral over B; x R?. By the trans-
lation invariance of the Lebesgue measure,

n(2) [ (ula = e2) = ulw 4y e2) — (o) + ula +9)) do < 49(z) [ (u(@) -~ ule+9)* do,
R R
which is integrable against dv(y)dz. Furthermore, by the continuity of translations in L?(R%)

the expression on the left-hand side converges to 0 as ¢ — 0%, for every z € By, and y € R
This ends the proof. O
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