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#### Abstract

We study the spectral properties of the transition semigroup of the killed onedimensional Cauchy process on the half-line $(0, \infty)$ and the interval $(-1,1)$. This process is related to the square root of one-dimensional Laplacian $\mathcal{A}=-\sqrt{-\frac{d^{2}}{d x^{2}}}$ with a Dirichlet exterior condition (on a complement of a domain), and to a mixed Steklov problem in the half-plane. For the half-line, an explicit formula for generalized eigenfunctions $\psi_{\lambda}$ of $\mathcal{A}$ is derived, and then used to construct spectral representation of $\mathcal{A}$. Explicit formulas for the transition density of the killed Cauchy process in the half-line (or the heat kernel of $\mathcal{A}$ in $(0, \infty))$, and for the distribution of the first exit time from the half-line follow. The formula for $\psi_{\lambda}$ is also used to construct approximations to eigenfunctions of $\mathcal{A}$ in the interval. For the eigenvalues $\lambda_{n}$ of $\mathcal{A}$ in the interval the asymptotic formula $\lambda_{n}=\frac{n \pi}{2}-\frac{\pi}{8}+O\left(\frac{1}{n}\right)$ is derived, and all eigenvalues $\lambda_{n}$ are proved to be simple. Finally, efficient numerical methods of estimation of eigenvalues $\lambda_{n}$ are applied to obtain lower and upper numerical bounds for the first few eigenvalues up to 9 th decimal point.


## 1. Introduction

Let $\left(X_{t}\right), t \geq 0$, be the one-dimensional Cauchy process, that is a one-dimensional symmetric $\alpha$-stable process for $\alpha=1$. Let us consider the Cauchy process killed upon first exit time from $D$ for $D=(0, \infty)$ and $D=(-1,1)$. The purpose of this article is to study the spectral properties of the transition semigroup of this killed process, defined by

$$
P_{t}^{D} f(x)=\mathbf{E}_{x}\left(f\left(X_{t}\right) ; X_{s} \in D \text { for all } s \in[0, t]\right), \quad f \in L^{p}(D)
$$

and its infinitesimal generator $\mathcal{A}_{D}$, which is the operator $-\sqrt{-\frac{d^{2}}{d x^{2}}}$ with a Dirichlet exterior condition (on $D^{c}$ ); see the Preliminaries section for a formal introduction. The key problem in our paper is the description of eigenfunctions and eigenvalues of $\mathcal{A}_{D}$ and $P_{t}^{D}$. The study of the spectral theoretic properties of the semigroups of killed symmetric $\alpha$-stable processes has been the subject of many papers in recent years, see for example $[1,2,3,14,15,16,18,19]$. Our paper is a continuation of the work of Bañuelos and Kulczycki [1].

In the first part of the paper (Sections 3-7), the identification of the spectral problem for $P_{t}^{D}$ and the so-called mixed Steklov problem in two dimensions, a method developed in [1], is applied for the case of the half-line $D=(0, \infty)$. Instead of searching for a function $f$ satisfying $P_{t}^{D} f(x)=e^{-\lambda t} f(x)$ for $x \in D, f(x)=0$ for $x \in D^{c}$, we solve the equivalent mixed

[^0]Steklov problem

$$
\begin{align*}
\Delta u(x, y) & =0, & & x \in \mathbf{R}, y>0  \tag{1.1}\\
\frac{\partial}{\partial y} u(x, 0) & =-\lambda u(x, 0), & & x \in D, \\
u(x, 0) & =0, & & x \notin D, \tag{1.2}
\end{align*}
$$

where $\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ is the Laplace operator in $\mathbf{R}^{2}$. The relation between $f$ and $u$ is here given by $u(x, y)=\mathbf{E}_{x} f\left(X_{y}\right)$. In this way a nonlocal spectral problem for the pseudo-differential operator on $\mathbf{R}$ (or its semigroup $\left(P_{t}^{D}\right)$ on a domain $D$ ) is transformed into a local one for a harmonic function of two variables, with spectral parameter in the boundary conditions. From the point of view of stochastic processes, this corresponds to the identification of the jump-type process $\left(X_{t}\right)$ with the trace left on the horizontal axis by the two-dimensional Brownian motion. Similar or related methods were also applied e.g. by DeBlassie and Mendez-Hérnandez [17, 18, 19, 33], and the idea can be traced back to the work of Spitzer [42], see also [34].

When $D=(0, \infty)$, the spectrum of $\mathcal{A}_{D}$ is equal to $(-\infty, 0]$ and is of continuous type, so there are no eigenfunctions of $\mathcal{A}_{D}$ in $L^{2}(D)$ (this follows easily from scaling properties of $\mathcal{A}_{D}$; see also Theorem 3 below). It turns out, however, that for all $\lambda>0$ there exist continuous generalized eigenfunctions $\psi_{\lambda} \in L^{\infty}(D)$. More precisely, we have $P_{t}^{D} \psi_{\lambda}=e^{-\lambda t} \psi_{\lambda}$. Using the identification described in the previous paragraph, an explicit formula for $\psi_{\lambda}$ is derived in Section 3, see (3.19) and (3.20).

Surprisingly, to our knowledge, there are no earlier works concerning the spectral problem $P_{t}^{D} f(x)=e^{-\lambda t} f(x)$ for $x \in D, f(x)=0$ for $x \in D^{c}$ for the half-line $D=(0, \infty)$, or the equivalent problem (1.1)-(1.3). However, there is an extensive literature concerning the related sloshing problem in the half-plane, i.e. the problem given by (1.1), (1.2) and the Neumann condition

$$
\frac{\partial}{\partial y} u(x, 0)=0, \quad x \notin D
$$

in place of the Dirichlet one (1.3). The sloshing problem is one of the fundamental problems in the theory of linear water waves, see e.g. [23] for a historical survey. The explicit solution of the sloshing problem in the half-plane for $D=(0, \infty)$ was first obtained by Friedrichs and Lewy in 1947 [22], see also [12, 26, 29]. Both methods and results of the Section 3 are closely related to their counterparts for the sloshing problem in the half-plane.

Sections 4 and 5 are rather technical and the remainder of the article relies on their results. Certain holomorphic functions play an important role in the derivation of $\psi_{\lambda}$, and one of these functions is studied in Section 4. In particular, the Fourier-Laplace transform of $\psi_{\lambda}$ is derived, see (4.7). The formula for $\psi_{\lambda}$ is of the form $\psi_{\lambda}(x)=\sin \left(\lambda x+\frac{\pi}{8}\right)-r(\lambda x)$, where $r$ is the Laplace transform of a positive integrable function. In Section 5 we obtain estimates of the function $r$.

In Section 6 it is proved that that $\psi_{\lambda}$ yield a generalized eigenfunction expansion of $\mathcal{A}_{D}$ for $D=(0, \infty)$ in the sense of [24], see e.g. [35, 41] and the references therein for similar results for differential operators. In other words, the transformation $\Pi f=\left\langle f, \psi_{\lambda}\right\rangle$ is an isometric (up to a constant) mapping of $L^{2}(D)$ onto $L^{2}(0, \infty)$ which diagonalizes $\mathcal{A}_{D}, \Pi \mathcal{A}_{D} f=-\lambda \mathcal{A}_{D} f$, see Theorem 3.

The spectral decomposition and results of Section 4 enable us to derive an explicit formula for the kernel function $p_{t}^{D}(x, y)$ of $P_{t}^{D}$, i.e. the transition density of the Cauchy process killed
on exiting $D=(0, \infty)$ (or the heat kernel for $-\sqrt{-\frac{d^{2}}{d x^{2}}}$ with Dirichlet exterior condition on $D^{c}$ ), see Theorem 4 in Section 7. This extends the results of [8, 9, 13], where two-sided estimates for $p_{t}^{D}(x, y)$ were obtained (in a more general setting). As a corollary, we obtain an explicit formula for the density of the distribution of the first exit time from $(0, \infty)$, see Theorem 5. This gives even a new result for 2-dimensional Brownian motion, see Corollary 2. Namely, we obtain the distribution of some local time of 2-dimensional Brownian motion killed at some entrance time.

The spectral problem for the interval $D=(-1,1)$ is studied in the second part of the article (Sections $8-11$ ). We remark that due to translation invariance and scaling property of $\left(X_{t}\right)$, the results for $(-1,1)$ extend easily to any open interval. It is well-known that there is an infinite sequence of continuous eigenfunction $\varphi_{n} \in D$ such that $\mathcal{A}_{D} \varphi_{n}=-\lambda_{n} \varphi_{n}$ on $D, \varphi_{n} \equiv 0$ on $D^{c}$, where $0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \ldots \rightarrow \infty$. Each $\varphi_{n}$ is either symmetric or antisymmetric. The study of the properties of $\varphi_{n}$ and $\lambda_{n}$, dates back to the paper of Blumenthal and Getoor [5], where the Weyl-type asymptotic law was proved for a class of Markov processes in domains. In [5] (formula (3.6)) it was proved that $\lambda_{n} / n \rightarrow \pi / 2$ as $n \rightarrow \infty$. Over the last few years, there have been an increasing amount of research related to this topic see e.g. $[1,2,15,16,18,19,31,32]$ and the references therein. In [1] it was shown that $\lambda_{n} \leq \frac{n \pi}{2}$. The best known estimates for general $\lambda_{n}$, namely $\frac{n \pi}{4} \leq \lambda_{n} \leq \frac{n \pi}{2}$, were proved in [15], Example 5.1, where subordinate Brownian motions in bounded domains are studied. The simplicity of eigenvalues was studied in Section 5 of [1], where $\lambda_{2}$ and $\lambda_{3}$ are proved to be simple (simplicity of $\lambda_{1}$ is standard), and in [32], where all eigenvalues are proved to have at most double multiplicity. All these results are improved below.

In Section 8 approximations $\tilde{\varphi}_{n}$ to eigenfunctions $\varphi_{n}$ are constructed by interpolating the translated eigenfunction for the half-line $\psi_{\lambda}(1+x)$ and $\psi_{\lambda}(1-x)$ with $\lambda=\frac{n \pi}{2}-\frac{\pi}{8}$. It is then shown that $\mathcal{A}_{D} \tilde{\varphi}_{n}$ is nearly equal to $-\lambda \tilde{\varphi}_{n}$. This is used in Section 9 to prove that

$$
\left|\lambda_{n}-\left(\frac{n \pi}{2}-\frac{\pi}{8}\right)\right| \leq \frac{1}{n}, \quad n \geq 1
$$

and that the eigenvalues $\lambda_{n}$ are simple, see Theorem 6. Finally, various properties of $\varphi_{n}$ are shown in Section 10, see Corollaries 3-5.

An application of numerical methods for estimation of eigenvalues to our problem is described in the last section. To get the upper bounds we use the Rayleigh-Ritz method for the Green operator, and for the lower bounds the Weinstein-Aronszajn method of intermediate problems is applied for (1.1)-(1.3). The numerical bounds of ca. 10-digit accuracy are given by formula (11.1).

Although probabilistic interpretation is the primary source of motivation, we use purely analytic arguments. In fact, the Cauchy process and related probabilistic notions are only used in Section 2 to give a concise definition of the killed semigroup $\left(P_{t}^{D}\right)$, and in Appendix A.

## 2. Notation and preliminaries

We begin with a brief introduction to the Cauchy process $\left(X_{t}\right)$ and its relation to the Steklov problem. We only collect the properties used in the sequel; for a more detailed exposition the reader is referred to [1] or $[14,30]$. For an introduction to more general Markov processes, see e.g. $[4,21,40]$. In the final part of this section, basic facts concerning the Fourier transform, the Hilbert transform and Paley-Wiener theorems are recalled.

The one-dimensional Cauchy process $\left(X_{t}\right)$ is the symmetric 1 -stable process, that is, the Lévy process with one-dimensional distributions

$$
\mathbf{P}_{x}\left(X_{t} \in d y\right)=p_{t}(y-x) d y=\frac{1}{\pi} \frac{t}{t^{2}+(y-x)^{2}} d y
$$

Here $\mathbf{P}_{x}$ corresponds to the process starting at $x \in \mathbf{R} ; \mathbf{E}_{x}$ is the expectation with respect to $\mathbf{P}_{x}$. Clearly, the $\mathbf{P}_{x}$-distributions of $\left(X_{t}+a\right)$ and $\left(b X_{t}\right)$ are equal to $\mathbf{P}_{x+a}$-distribution of $\left(X_{t}\right)$ and $\mathbf{P}_{b x}$-distribution of $\left(X_{b t}\right)$ respectively; these are the translation invariance and scaling property mentioned in the Introduction. The transition semigroup of $\left(X_{t}\right)$ is defined by

$$
P_{t} f(x)=\mathbf{E}_{x} f\left(X_{t}\right)=f * p_{t}(x), \quad f \in L^{p}(\mathbf{R}), p \in[1, \infty], t>0
$$

and $P_{0} f(x)=f(x)$. This is a contraction semigroup on each $L^{p}(\mathbf{R}), p \in[1, \infty]$, strongly continuous if $p \in[1, \infty)$, and when $f$ is continuous and bounded, then $P_{t} f$ converges to $f$ locally uniformly as $t \searrow 0$. The infinitesimal generator $\mathcal{A}$ of $\left(P_{t}\right)$ acting on $L^{2}(\mathbf{R})$ is the square root of the second derivative operator. More precisely, for a smooth function $f$ with compact support we have

$$
\mathcal{A} f(x)=-\sqrt{-\frac{d^{2}}{d x^{2}}} f(x)=\frac{1}{\pi} \mathrm{pv} \int_{-\infty}^{\infty} \frac{f(y)-f(x)}{(y-x)^{2}} d y
$$

where the integral is the Cauchy principal value.
Throughout this article, $D$ always denotes the interval $(-1,1)$ or the half-line $(0, \infty)$. The time of the first exit from $D$ is defined by

$$
\tau_{D}=\inf \left\{t \geq 0: X_{t} \notin D\right\}
$$

and the semigroup of the process $\left(X_{t}\right)$ killed at time $\tau_{D}$ is given by

$$
P_{t}^{D} f(x)=\mathbf{E}_{x}\left(f\left(X_{t}\right) ; X_{s} \in D \text { for all } s \in[0, t]\right)=\mathbf{E}_{x}\left(f\left(X_{t}\right) ; t<\tau_{D}\right),
$$

where $t \geq 0$. This is again a well-defined contraction semigroup on every $L^{p}(D)$ space, $p \in[1, \infty]$, strongly continuous if $p \in[1, \infty)$. If $f$ continuous and bounded in $\mathbf{R}$ and vanishes in $(-\infty, 0]$, then $P_{t}^{D} f$ converges to $f$ locally uniformly as $t \searrow 0$. The semigroup $\left(P_{t}^{D}\right)$ admits a jointly continuous kernel function $p_{t}^{D}(x, y)(t>0, x, y \in D)$; clearly, $p_{t}^{D}(x, y) \leq p_{t}(y-x) \leq$ $\frac{1}{\pi t}$. By $\mathcal{A}_{D}$ we denote the infinitesimal generator of $\left(P_{t}^{D}\right)$ acting on $L^{2}(D)$. Since this is a Friedrichs extention on $L^{2}(D)$ of $\mathcal{A}$ restricted to the class of smooth functions supported in a compact subset of $D$, we sometimes say that $\mathcal{A}_{D}$ is the square root of Laplacian with Dirichlet exterior conditions (on $D^{c}$ ).

Let us describe in more details the connection between the spectral problem for the semigroup $\left(P_{t}^{D}\right)$ and the mixed Steklov problem (1.1)-(1.3), established in [1]. The main idea is to consider the harmonic extension $u(x, y)$ of a function $f$ to the upper half-plane $x \in \mathbf{R}$, $y>0$. Let $f \in L^{p}(\mathbf{R})$ for some $p \in[1, \infty]$, and define

$$
u(x, y)=P_{y} f(x)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y}{y^{2}+(z-x)^{2}} f(z) d z
$$

Then $u$ is harmonic in the upper half-plane $\mathbf{R} \times(0, \infty)$, and if $p \in[1, \infty)$, then $u(\cdot, y)$ converges to $f$ in $L^{p}(\mathbf{R})$ as $y \searrow 0$. Conversely, for $p \in(1, \infty)$, if $u(x, y)$ is harmonic in the
upper half-plane and the $L^{p}(\mathbf{R})$ norms of $u(\cdot, y)$ are bounded for $y>0$, then $u(\cdot, y)$ converges in $L^{p}(\mathbf{R})$ to some $f$ when $y \searrow 0$, and $u(x, y)=P_{y} f(x)$. By the definition,

$$
\frac{\partial}{\partial y} u(x, 0)=\lim _{y \searrow 0} \frac{P_{y} f(x)-f(x)}{y}
$$

pointwise for all $x \in \mathbf{R}$. When $f$ is in the domain of $\mathcal{A}$, then the above limit exists in $L^{2}(\mathbf{R})$ and it is equal to $\mathcal{A} f$.

Our motivation to study the mixed Steklov problem (1.1)-(1.3) comes from the following simple extension of Theorem 1.1 in [1] to the case of unbounded domains. A partial converse is given in the proof of Theorem 2 in Section 3.

Proposition 1. Let $D=(0, \infty)$ and $\lambda>0$. Suppose that $f: \mathbf{R} \rightarrow \mathbf{R}$ is continuous and bounded, $f(x)=0$ for $x \leq 0$, and $u(x, y)=P_{y} f(x)$. If $P_{t}^{D} f(x)=e^{-\lambda t} f(x)$ for all $x \in D$, $t>0$, then $u$ satisfies (1.1)-(1.3).

Proof. Formulas (1.1) and (1.3) hold true by the definition of $u$. Since $P_{y}^{D} f(x)=e^{-\lambda y} f(x)$, we have

$$
\frac{u(x, y)-u(x, 0)}{y}=\frac{P_{y} f(x)-f(x)}{y}=\frac{e^{-\lambda y}-1}{y} f(x)-\frac{P_{y} f(x)-P_{y}^{D} f(x)}{y} .
$$

As $y \searrow 0$, the first summand converges to $-\lambda f(x)$. The second one is estimated using formula (A.2) from Appendix A (see also formula (2.9) in [1]). If $0<y<x$, we have

$$
\begin{aligned}
\left|\frac{P_{y} f(x)-P_{y}^{D} f(x)}{y}\right| & \leq \int_{0}^{\infty} \frac{p_{y}(z-x)-p_{y}^{D}(x, z)}{y}|f(z)| d z \\
& \leq \frac{\|f\|_{\infty}}{\pi} \int_{0}^{\infty} \min \left(\frac{1}{x^{2}}, \frac{y}{x^{2} z}, \frac{y}{x z^{2}}\right) d z=\frac{y\left(2+\log \frac{x}{y}\right)\|f\|_{\infty}}{\pi x^{2}}
\end{aligned}
$$

and this tends to 0 as $y \searrow 0$. Therefore, (1.2) is also satisfied.
Finally, we briefly recall some standard facts and definitions. The Fourier transform of a (complex-valued) function $f \in L^{1}(\mathbf{R})$ is given by $\hat{f}(x)=\int f(t) e^{-i t x} d t$; this can be continuously extended to $L^{p}(\mathbf{R})$ whenever $1 \leq p<\infty$. For $p \in(1, \infty)$, the Hilbert transform of $f \in L^{p}(\mathbf{R})$, denoted $H f$, satisfies $(H f)^{\wedge}(t)=-\hat{f}(t)(i \operatorname{sign} t)$. This is a bounded linear operator on $L^{p}(\mathbf{R})$, and for almost all $t$,

$$
\begin{equation*}
H f(t)=\frac{1}{\pi} \mathrm{pv} \int_{-\infty}^{\infty} \frac{f(s)}{t-s} d s \tag{2.1}
\end{equation*}
$$

If $f$ is Hölder continuous, then the above formula holds for all $t \in \mathbf{R}$ and $H f$ is continuous, see e.g. [43].

Let $\mathbf{C}_{+}=\{z \in \mathbf{C}: \operatorname{Im} z>0\}$ and $\overline{\mathbf{C}}_{+}=\{z \in \mathbf{C}: \operatorname{Im} z \geq 0\} ; \mathbf{C}_{-}$and $\overline{\mathbf{C}}_{-}$are defined in a similar manner. Let $1<p<\infty$. If $F$ is in the (complex) Hardy space $H^{p}\left(\mathbf{C}_{+}\right)$, i.e. $F$ is holomorphic in $\mathbf{C}_{+}$and the $L^{p}(\mathbf{R})$ norms of $F(\cdot+i \varepsilon)$ are bounded in $\varepsilon>0$, then, as $\varepsilon \searrow 0$, $F(\cdot+i \varepsilon)$ converges in $L^{p}(\mathbf{R})$ to some $f \in L^{p}(\mathbf{R})$, which is said to be the boundary limit of $F$. In this case

$$
\begin{equation*}
\operatorname{Im} f=H(\operatorname{Re} f) \quad \text { and } \tag{2.2}
\end{equation*}
$$

$$
\operatorname{Re} f=-H(\operatorname{Im} f)
$$

We also have

$$
\begin{equation*}
H \tilde{f}(t)=-H f(-t), \quad \text { where } \tilde{f}(t)=f(-t) \tag{2.3}
\end{equation*}
$$

The following version of Paley-Wiener theorem is important in the sequel, see e.g. [20]. For $p \in(1, \infty)$, a function $f \in L^{p}(\mathbf{R})$ is a boundary limit of some function $F \in H^{p}\left(\mathbf{C}_{+}\right)$if and only if $\hat{f}$ vanishes in $(-\infty, 0)$. In this case

$$
\begin{equation*}
F(z)=\frac{1}{2 \pi} \int_{0}^{\infty} \hat{f}(x) e^{i z x} d x, \quad z \in \mathbf{C}_{+} \tag{2.4}
\end{equation*}
$$

## 3. Spectral problem in the half-Line

Notation. To facilitate reading, in this section we strive to use the following convention. We use small letters to denote functions of the real variable and capital letters for functions on the upper half-plane $\mathbf{C}_{+}$. Real-valued functions are denoted by Greek letters, whereas Latin letters are used for complex-valued functions.

We study the eigenproblem (1.1)-(1.3) for the half-line $D=(0, \infty)$ using methods which were earlier applied to the sloshing problem with semi-infinite dock, see [12, 22, 26]. The solution $u$ is given as the imaginary part of a holomorphic function $F$ of a complex variable $z=x+i y, x \in \mathbf{R}, y \geq 0$. Such a function is automatically harmonic, hence (1.1) is satisfied. Using the Cauchy-Riemann equations, we may restate (1.2) and (1.3) in the following equivalent form:

$$
\begin{array}{ll}
\operatorname{Im}\left(i F^{\prime}(x)+\lambda F(x)\right)=0 & x>0 \\
\operatorname{Im} F(x)=0 & x \leq 0 \tag{3.2}
\end{array}
$$

Observe that for all $\vartheta \in \mathbf{R}$ and $t<0$, the bounded holomorphic functions

$$
\begin{aligned}
& F(z)=e^{i \lambda z+i \vartheta} \\
& F(z)=e^{t \lambda z-i \arctan t}
\end{aligned}
$$

satisfy (3.1), and for for all $t>0$ the bounded holomorphic function

$$
F(z)=e^{t \lambda z}
$$

satisfies (3.2). This suggests searching a solution of the form:

$$
\begin{array}{ll}
F(z)=e^{i \lambda z+i \vartheta}-\int_{-\infty}^{0} \varrho(t) e^{t \lambda z-i \arctan t} d t, & \operatorname{Re} z \geq 0, \operatorname{Im} z \geq 0, \\
F(z)=\int_{0}^{\infty} \varrho(t) e^{t \lambda z} d t, & \operatorname{Re} z \leq 0, \operatorname{Im} z \geq 0, \tag{3.4}
\end{array}
$$

where $\varrho$ is an unknown real function, say in some $L^{p}(\mathbf{R}), p \in(1, \infty)$, and $\vartheta \in \mathbf{R}$. The values of $F$ given by (3.3) and (3.4) must agree when $\operatorname{Re} z=0, \operatorname{Im} z \geq 0$, that is,

$$
\int_{-\infty}^{\infty} e^{i \chi(t)} \varrho(t) e^{i t \lambda y} d t=e^{-\lambda y+i \vartheta}, \quad y>0
$$

where $\chi(t)=\arctan t_{-}=\arctan (\max (-t, 0))$. Replacing $\lambda y$ by $-s$ yields that

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{i \chi(t)} \varrho(t) e^{-i t s} d t=e^{s+i \vartheta}, \quad s<0 \tag{3.5}
\end{equation*}
$$

The right-hand side is the Fourier transform of $g(t)=\frac{e^{i \vartheta}}{2 \pi} \frac{1}{1+i t}$. Therefore, formula (3.5) is equivalent to the condition:

$$
\begin{equation*}
\text { the function } a(t)=e^{i \chi(t)} \varrho(t)-g(t) \text { satisfies } \hat{a}(s)=0 \text { for } s<0 \text {. } \tag{3.6}
\end{equation*}
$$

Note that both $\varrho$ and $g$ are in $L^{p}(\mathbf{R})$, so that $\hat{a}$ is well-defined and $\hat{a} \in L^{p}(\mathbf{R})$. The foregoing remarks can be summarized as follows: any real function $\varrho \in L^{p}(\mathbf{R})$ satisfying (3.6) yields a solution to the problem (3.1)-(3.2).

By Paley-Wiener theorem, (3.6) is satisfied if and only if $a$ is the boundary limit of a unique function $A$ in the Hardy space $H^{p}\left(\mathbf{C}_{+}\right)$in the upper half-plane $\mathbf{C}_{+}=\{z \in \mathbf{C}: \operatorname{Im} z>0\}$. Such a function $A$ can be derived as follows. Later in this section (formula (3.12); see also Appendix B), a function $B$ holomorphic in $\mathbf{C}_{+}$and continuous on $\overline{\mathbf{C}}_{+}$is defined, such that $i \chi(t)-B(t) \in \mathbf{R}$ for all $t \in \mathbf{R}$. The function

$$
e^{-B(t)} a(t)=e^{i \chi(t)-B(t)} \varrho(t)-e^{-B(t)} g(t)
$$

is therefore the boundary limit of $e^{-B(z)} A(z)$. Note that $e^{i \chi(t)-B(t)}$ is real. The function $g(t)=\frac{e^{i \vartheta}}{2 \pi} \frac{1}{1+i t}$ is the boundary limit of a meromorphic function $G(z)=\frac{e^{i \vartheta}}{2 \pi} \frac{1}{1+i z}$. The function $G$ has a simple pole at $i$, so that $G(z)\left(e^{-B(z)}-e^{-B(i)}\right)$ is holomorphic in $\mathbf{C}_{+}$. It follows that

$$
\begin{equation*}
e^{-B(t)} a(t)+g(t)\left(e^{-B(t)}-e^{-B(i)}\right)=e^{i \chi(t)-B(t)} \varrho(t)-e^{-B(i)} g(t) \tag{3.7}
\end{equation*}
$$

is a boundary limit of

$$
\tilde{A}(z)=e^{-B(z)} A(z)+G(z)\left(e^{-B(z)}-e^{-B(i)}\right), \quad z \in \mathbf{C}_{+}
$$

Since $G$ and $A$ are in $H^{p}\left(\mathbf{C}_{+}\right)$, and $\left|e^{-B(z)}\right|$ is bounded (see (B.8)), we must have $\tilde{A} \in H^{p}\left(\mathbf{C}_{+}\right)$. Let $\tilde{G}(z)=\frac{e^{-i \vartheta}}{2 \pi} \frac{1}{1-i z}$. Note that by (3.7), the boundary limit of the function $\tilde{A}(z)-e^{-\overline{B(i)}} \tilde{G}(z)$ (belonging to $H^{p}\left(\mathbf{C}_{+}\right)$) is equal to

$$
\begin{equation*}
e^{i \chi(t)-B(t)} \varrho(t)-e^{-B(i)} g(t)-\overline{e^{-B(i)} g(t)}, \tag{3.8}
\end{equation*}
$$

which is real for all $t \in \mathbf{R}$. The real part of the boundary limit of an $H^{p}\left(\mathbf{C}_{+}\right)$function is the negative of the Hilbert transform of its imaginary part. Therefore, the function defined by (3.8) is the Hilbert transform of the constant 0 , and so it is identically 0 . It follows that

$$
\begin{equation*}
e^{i \chi(t)-B(t)} \varrho(t)=e^{-B(i)} g(t)+\overline{e^{-B(i)} g(t)}=2 \operatorname{Re}\left(e^{-B(i)} g(t)\right), \quad t \in \mathbf{R} \tag{3.9}
\end{equation*}
$$

Also, $\tilde{A}(z)-e^{-\overline{B(i)}} \tilde{G}(z)$ has a boundary limit 0 , so it is identically zero in $\mathbf{C}_{+}$. Hence, for $z \in \mathbf{C}_{+}$,

$$
\begin{aligned}
A(z) & =e^{B(z)}\left(\tilde{A}(z)-G(z)\left(e^{-B(z)}-e^{-B(i)}\right)\right) \\
& =\frac{e^{-i \vartheta}}{2 \pi} \frac{e^{B(z)-\overline{B(i)}}}{1-i z}-\frac{e^{i \vartheta}}{2 \pi} \frac{1-e^{B(z)-B(i)}}{1+i z}
\end{aligned}
$$

Since $\left|e^{B(z)}\right|$ is bounded by a constant multiple of $1+\sqrt{|z|}$ (see (B.8)), $A$ defined by the above formula is in $H^{p}\left(\mathbf{C}_{+}\right)$for any $p \in(2, \infty)$, and $\varrho$ given by (3.9) is in $L^{p}(\mathbf{R})$. Also, the boundary limit of $A$ is the function $a$ defined in (3.6) (this can be verified e.g. by a direct calculation), so that $\varrho$ indeed is a solution to (3.6).

We now come to the construction of the function $B$. We want it to be holomorphic in $\mathbf{C}_{+}$ and continuous in $\overline{\mathbf{C}}_{+}$, and $i \chi(t)-B(t)$ is to be real for all $t \in \mathbf{R}$. Therefore,

$$
\begin{equation*}
\operatorname{Im} B(t)=\chi(t)=\arctan \left(t_{-}\right), \quad t \in \mathbf{R} \tag{3.10}
\end{equation*}
$$

Clearly $B$ is not in $H^{p}\left(\mathbf{C}_{+}\right)$, so that $\operatorname{Re} B(t)$ cannot be expressed directly as the Hilbert transform of $\operatorname{Im} B(t)=\chi(t)$. We can, however, apply the Hilbert transform to $\operatorname{Im} B^{\prime}(t)=$
$\chi^{\prime}(t)$, which is an $L^{2}(\mathbf{R})$ function. It follows that

$$
\operatorname{Re} B^{\prime}(t)=-H\left(\operatorname{Im} B^{\prime}\right)(t)=\frac{1}{\pi} \mathrm{pv} \int_{-\infty}^{0} \frac{1}{(t-s)\left(1+s^{2}\right)} d s, \quad t \in \mathbf{R}
$$

the integral on the right-hand side being the Cauchy principal value for $t<0$. This equation is studied in Appendix B. It follows that up to an additive constant, which we choose to be zero, we have $\operatorname{Re} B(t)=\eta(t)$, where $\eta$ is given by (B.1). By (B.2) and (B.6), for all $t \in \mathbf{R}$,

$$
\begin{align*}
B(t)=i \chi(t)+\eta(t) & =i \arctan \left(t_{-}\right)+\log \sqrt[4]{1+t^{2}}-\frac{1}{\pi} \int_{0}^{t} \frac{\log |s|}{1+s^{2}} d s \\
& =i \arctan \left(t_{-}\right)+\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log |t-s|}{1+s^{2}} d s \tag{3.11}
\end{align*}
$$

This formula is easily extended to complex arguments, whenever $\operatorname{Im} z \geq 0$, we have

$$
\begin{equation*}
B(z)=\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (z-s)}{1+s^{2}} d s \tag{3.12}
\end{equation*}
$$

provided that the continuous branch of $\log$ is chosen on the upper half-plane $\overline{\mathbf{C}}_{+}$(i.e. the principal branch with $\log s=\log |s|+i \pi$ for $s<0$ ). We emphasize that (3.11) and (3.12) agree for $z=t<0$ (see also Section 4 and Appendix B).

For the explicit formula for $\varrho, B(i)$ needs to be computed. By (B.10) and (B.11),

$$
\begin{align*}
B(i) & =\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (i-s)}{1+s^{2}} d s=\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (i+s)}{1+s^{2}} d s \\
& =\frac{1}{2 \pi} \int_{0}^{\infty} \frac{\log \left(1+s^{2}\right)}{1+s^{2}} d s+\frac{i}{\pi} \int_{0}^{\infty} \frac{\frac{\pi}{2}-\arctan s}{1+s^{2}} d s=\frac{\log 2}{2}+\frac{i \pi}{8} . \tag{3.13}
\end{align*}
$$

Now (3.9) yields that

$$
\begin{array}{rlr}
\varrho(t) & =2 e^{B(t)-i \chi(t)} \operatorname{Re}\left(e^{-B(i)} g(t)\right)=2 e^{\eta(t)} \operatorname{Re}\left(\frac{e^{i\left(\vartheta-\frac{\pi}{8}\right)}}{2 \pi \sqrt{2}} \frac{1}{1+i t}\right) \\
& =\frac{\sqrt{2}}{2 \pi} e^{\eta(t)} \frac{\cos \left(\vartheta-\frac{\pi}{8}\right)+t \sin \left(\vartheta-\frac{\pi}{8}\right)}{1+t^{2}}, & t \in \mathbf{R} .
\end{array}
$$

Since $\vartheta \in \mathbf{R}$ is arbitrary, we conclude that there are two linearly independent solutions for $\varrho$, corresponding to $\vartheta=\frac{\pi}{8}$ and $\vartheta=\frac{5 \pi}{8}$ respectively,

$$
\varrho(t)=\frac{\sqrt{2}}{2 \pi} \frac{1}{1+t^{2}} e^{\eta(t)}, \quad \text { and } \quad \quad \tilde{\varrho}(t)=\frac{\sqrt{2}}{2 \pi} \frac{t}{1+t^{2}} e^{\eta(t)}
$$

The solution to (3.1)-(3.2) corresponding to $\vartheta=\frac{\pi}{8}$ and $\varrho$ as above is therefore given by

$$
\begin{array}{ll}
F(z)=e^{i \lambda z+i \frac{\pi}{8}}-\frac{\sqrt{2}}{2 \pi} \int_{-\infty}^{0} \frac{1}{1+t^{2}} e^{\eta(t)} e^{t \lambda z-i \arctan t} d t, & \operatorname{Re} z \geq 0, \operatorname{Im} z \geq 0 \\
F(z)=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{1}{1+t^{2}} e^{\eta(t)} e^{t \lambda z} d t, & \operatorname{Re} z \leq 0, \operatorname{Im} z \geq 0 \tag{3.15}
\end{array}
$$

By (B.5), we have $\varrho \in L^{1}(\mathbf{R})$, and so $F$ is bounded and continuous. Furthermore, it can be easily verified that the solution corresponding to $\vartheta=\frac{5 \pi}{8}$ and $\tilde{\varrho}$ is given by $\frac{F^{\prime}(z)}{\lambda}$. Since $\tilde{\varrho}$


Figure 1. (a) Graph of $\psi_{1}$; (b) Graph of the remainder term $r(x)=\sin (x+$ $\left.\frac{\pi}{8}\right)-\psi_{1}(x)$
decays at infinity as $|t|^{-\frac{1}{2}}, F^{\prime}(z)$ has a singularity of order $|z|^{-\frac{1}{2}}$ at zero and it is not bounded near 0 . For that reason, in the sequel we only study the solution $F(z)$ given by (3.14)-(3.15).

Since $e^{-i \arctan t}=(1-i t) / \sqrt{1+t^{2}}$ and $e^{\eta(t)}=e^{-\eta(-t)} \sqrt{1+t^{2}}$ (see (B.3)), we can rewrite (3.14) as

$$
\begin{equation*}
F(z)=e^{i \lambda z+i \frac{\pi}{8}}-\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{1+i t}{1+t^{2}} e^{-\eta(t)} e^{-t \lambda z} d t, \quad \operatorname{Re} z \geq 0, \operatorname{Im} z \geq 0 \tag{3.16}
\end{equation*}
$$

Therefore, we proved the following theorem.
Theorem 1. The bounded solution of (1.1)-(1.3) for $D=(0, \infty)$ is given by

$$
\begin{align*}
& u(x, y)=e^{-\lambda y} \sin \left(\lambda x+\frac{\pi}{8}\right) \\
& \quad-\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t \cos (t \lambda y)-\sin (t \lambda y)}{1+t^{2}} \exp \left(-\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (t+s)}{1+s^{2}} d s\right) e^{-t \lambda x} d t \tag{3.17}
\end{align*}
$$

for $x \geq 0, y \geq 0$, and

$$
\begin{equation*}
u(x, y)=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{\sin (t \lambda y)}{1+t^{2}} \exp \left(\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (t+s)}{1+s^{2}} d s\right) e^{t \lambda x} d t \tag{3.18}
\end{equation*}
$$

for $x \leq 0$ and $y \geq 0$.
The main result of this section, stated below, follows from Theorem 1 and a partial converse to Proposition 1.

Theorem 2. Let $D=(0, \infty)$. For $\lambda>0$, the function

$$
\begin{equation*}
\psi_{\lambda}(x)=\sin \left(\lambda x+\frac{\pi}{8}\right)-r_{\lambda}(x), \quad x>0 \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{\lambda}(x)=r(\lambda x)=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t}{1+t^{2}} \exp \left(-\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (t+s)}{1+s^{2}} d s\right) e^{-t \lambda x} d t \tag{3.20}
\end{equation*}
$$

is the eigenfunction of the semigroup $\left(P_{t}^{D}\right)$ acting on $C(D)$ corresponding to eigenvalue $\lambda$.
Proof. With the notation of Theorem 1, we have $\psi_{\lambda}(x)=u(x, 0)$; we extend $\psi_{\lambda}$ to be 0 on $(-\infty, 0]$. Since $u$ is harmonic and bounded in the upper half-plane, we have $P_{y} \psi_{\lambda}(x)=u(x, y)$ $(y>0, x \in \mathbf{R})$. Since $u$ satisfies (1.2), for all $x>0, \frac{1}{y}\left(P_{y} \psi_{\lambda}(x)-\psi_{\lambda}(x)\right)$ converges to $-\lambda \psi_{\lambda}(x)$ as $y \searrow 0$. We will now prove (formula (3.26)) that this convergence is dominated by an appropriate function.

Below we assume that $\lambda>0, x>0$ and $0<y<\frac{1}{\lambda}$. By formula (3.17), we have

$$
\begin{align*}
& \frac{P_{y} \psi_{\lambda}(x)-e^{-\lambda y} \psi_{\lambda}(x)}{y} \\
& \quad-\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t \cos (t \lambda y)-\sin (t \lambda y)-e^{-\lambda y} t}{\left(1+t^{2}\right) y} e^{-\eta(t)} e^{-t \lambda x} d t \tag{3.21}
\end{align*}
$$

Since $|1-\cos z| \leq \frac{z^{2}}{2},|z-\sin z| \leq \frac{z^{3}}{3},\left|1-z-e^{-z}\right| \leq \frac{z^{2}}{2}$ and $\lambda y<1$, we have

$$
\left|t \cos (t \lambda y)-\sin (t \lambda y)-e^{-\lambda y} t\right| \leq \lambda^{2} t\left(\frac{t^{2}}{2}+\frac{t^{2} \lambda y}{3}+\frac{1}{2}\right) y^{2}<\lambda^{2} t\left(1+t^{2}\right) y^{2}
$$

Using also $e^{-\eta(t)} \leq e^{\mathcal{C} / \pi}\left(1+t^{2}\right)^{-\frac{1}{4}}($ see $($ B. 4$))$, and then $\left(1+t^{2}\right) \geq t^{2}$, we obtain

$$
\begin{align*}
& \left|\int_{0}^{\frac{1}{\lambda y}} \frac{t \cos (t \lambda y)-\sin (t \lambda y)-e^{-\lambda y} t}{\left(1+t^{2}\right) y} e^{-\eta(t)} e^{-t \lambda x} d t\right|  \tag{3.22}\\
& \quad \leq e^{\frac{c}{\pi}} \lambda^{2} y \int_{0}^{\frac{1}{\lambda y}} \frac{t\left(1+t^{2}\right)}{\left(1+t^{2}\right)^{\frac{5}{4}}} e^{-t \lambda x} d t \leq e^{\frac{c}{\pi}} \lambda^{2} y \int_{0}^{\frac{1}{\lambda y}} \sqrt{t} e^{-t \lambda x} d t .
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\int_{0}^{\frac{1}{\lambda y}} \sqrt{t} e^{-t \lambda x} d t \leq(\lambda y)^{-\frac{3}{4}} \int_{0}^{\infty} t^{-\frac{1}{4}} e^{-t \lambda x} d t \leq \frac{\Gamma\left(\frac{3}{4}\right)}{\left(\lambda^{2} x y\right)^{\frac{3}{4}}} \tag{3.23}
\end{equation*}
$$

In a similar manner, but using $\left|t \cos (t \lambda y)-\sin (t \lambda y)-e^{-\lambda y} t\right| \leq t+t \lambda y+t \leq 3 t$, we obtain

$$
\begin{align*}
& \left|\int_{\frac{1}{\lambda y}}^{\infty} \frac{t \cos (t \lambda y)-\sin (t \lambda y)-e^{-\lambda y} t}{\left(1+t^{2}\right) y} e^{-\eta(t)} e^{-t \lambda x} d t\right|  \tag{3.24}\\
& \quad \leq 3 e^{\frac{c}{\pi}} \int_{\frac{1}{\lambda y}}^{\infty} \frac{t}{\left(1+t^{2}\right)^{\frac{5}{4}} y} e^{-t \lambda x} d t \leq \frac{3 e^{\frac{c}{\pi}}}{y} \int_{\frac{1}{\lambda y}}^{\infty} t^{-\frac{3}{2}} e^{-t \lambda x} d t
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\frac{1}{\lambda y}}^{\infty} t^{-\frac{3}{2}} e^{-t \lambda x} d t \leq(\lambda y)^{\frac{5}{4}} \int_{0}^{\infty} t^{-\frac{1}{4}} e^{-t \lambda x} d t=\frac{\Gamma\left(\frac{3}{4}\right)(\lambda y)^{\frac{5}{4}}}{(\lambda x)^{\frac{3}{4}}} \tag{3.25}
\end{equation*}
$$

Formulas (3.21)-(3.25) yield, after simplification, that

$$
\begin{equation*}
\left|\frac{P_{y} \psi_{\lambda}(x)-e^{-\lambda y} \psi_{\lambda}(x)}{y}\right| \leq \frac{2 \sqrt{2} e^{\frac{c}{\pi}} \Gamma\left(\frac{3}{4}\right) \lambda^{\frac{1}{2}} y^{\frac{1}{4}}}{\pi x^{\frac{3}{4}}}=\frac{c_{1}(\lambda) y^{\frac{1}{4}}}{x^{\frac{3}{4}}} \tag{3.26}
\end{equation*}
$$

with some constant $c_{1}(\lambda)$.
We are now going to replace $P_{y}$ by $P_{y}^{D}$ in (3.26). In Section 5 it is proved (using only the definition (3.19) and (3.20) of $\psi_{\lambda}$ ) that $\left|\psi_{\lambda}(x)\right|=\left|\psi_{1}(\lambda x)\right| \leq 2 \sqrt{\lambda x}$, see (5.9). This and (A.2)
yield that for $0<y<x$ we have

$$
\begin{align*}
\left|\frac{P_{y} \psi_{\lambda}(x)-P_{y}^{D} \psi_{\lambda}(x)}{y}\right| & \leq \int_{0}^{\infty} \frac{p_{y}(z-x)-p_{y}^{D}(z-x)}{y}\left|\psi_{\lambda}(z)\right| d z \\
& \leq \frac{2 \sqrt{\lambda}}{\pi} \int_{0}^{\infty} \min \left(\frac{1}{x^{2}}, \frac{y}{x^{2} z}, \frac{y}{x z^{2}}\right) \sqrt{z} d z  \tag{3.27}\\
& =\frac{8 \sqrt{\lambda} y(3 \sqrt{x}-\sqrt{y})}{3 \pi x^{2}} \leq \frac{8 \sqrt{\lambda} y}{\pi x^{\frac{3}{2}}} \leq \frac{8 \sqrt{\lambda} y^{\frac{1}{4}}}{\pi x^{\frac{3}{4}}}
\end{align*}
$$

When $0<x<y$, in a similar manner

$$
\begin{align*}
\left|\frac{P_{y} \psi_{\lambda}(x)-P_{y}^{D} \psi_{\lambda}(x)}{y}\right| & \leq \frac{2 \sqrt{\lambda}}{\pi} \int_{0}^{\infty} \min \left(\frac{1}{y^{2}}, \frac{1}{z^{2}}\right) \sqrt{z} d z  \tag{3.28}\\
& =\frac{16 \sqrt{\lambda}}{3 \pi \sqrt{y}} \leq \frac{16 \sqrt{\lambda} y^{\frac{1}{4}}}{3 \pi x^{\frac{3}{4}}}
\end{align*}
$$

Finally, by (3.26), (3.27) and (3.28), there is a constant $c_{2}(\lambda)$ such that

$$
\begin{equation*}
\left|\frac{P_{y}^{D} \psi_{\lambda}(x)-e^{-\lambda y} \psi_{\lambda}(x)}{y}\right| \leq \frac{c_{2}(\lambda) y^{\frac{1}{4}}}{x^{\frac{3}{4}}} . \tag{3.29}
\end{equation*}
$$

For any fixed $x>0$ and $t>0$, the one-sided derivative of $e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)$ with respect to $t$ equals

$$
\begin{aligned}
\frac{\partial}{\partial t_{+}}\left(e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)\right) & =\lim _{y \searrow 0} \frac{e^{\lambda(t+y)} P_{t+y}^{D} \psi_{\lambda}(x)-e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)}{y} \\
& =\lim _{y \searrow 0} e^{\lambda(t+y)} \int_{0}^{\infty} p_{t}^{D}(x, z) \frac{P_{y}^{D} \psi_{\lambda}(z)-e^{-\lambda y} \psi_{\lambda}(z)}{y} d z
\end{aligned}
$$

Since $p_{t}^{D}(x, z) \leq p_{t}(z-x) \leq \frac{1}{t}$, by (3.29) we have

$$
\begin{aligned}
& \left|\int_{0}^{\infty} p_{t}^{D}(x, z) \frac{P_{y}^{D} \psi_{\lambda}(z)-e^{-\lambda y} \psi_{\lambda}(z)}{y} d z\right| \leq \int_{0}^{\infty} \frac{c_{2}(\lambda) y^{\frac{1}{4}}}{z^{\frac{3}{4}}} p_{t}^{D}(x, z) d z \\
& \quad \leq c_{2}(\lambda) y^{\frac{1}{4}}\left(\int_{1}^{\infty} p_{t}^{D}(x, z) d z+\frac{1}{t} \int_{0}^{1} \frac{1}{z^{\frac{3}{4}}} d z\right) \leq\left(1+\frac{4}{t}\right) c_{2}(\lambda) y^{\frac{1}{4}}
\end{aligned}
$$

The right hand side tends to zero as $y \searrow 0$, so that

$$
\frac{\partial}{\partial t_{+}}\left(e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)\right)=0
$$

for all $t>0$ and $x>0$. By (3.29) (with both sides multiplied by $e^{\lambda y}$ ), this also holds for $t=0$. Finally, the function $e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)$ is continuous with respect to $t$ for each $x>0$ (this follows from weak continuity of $p_{t}^{D}(x, z) d z$ with respect to $t$, which is a consequence of stochastic continuity of the killed Cauchy process; one can also prove this using the explicit formula for $p_{t}$ and (A.2)). It follows that $e^{\lambda t} P_{t}^{D} \psi_{\lambda}(x)$ is constant in $t \geq 0$, and since $P_{0}^{D} \psi_{\lambda}(x)=\psi_{\lambda}(x)$, this completes the proof.

Remark 1. Since $r(x)>0$, the functions $\psi_{\lambda}$ are clearly not in $L^{2}(D)$, so the above result does not provide any information about the $L^{2}(D)$ properties of the operators $P_{t}^{D}$. This problem is studied in Section 6.

Remark 2. Also the derivatives $\psi_{\lambda}^{\prime}$ are locally integrable eigenfunctions of $P_{t}^{D}$, continuous in $D$, but not at 0 . As this is not used in the sequel, we omit the proof.

Remark 3. The functions $\psi_{\lambda}$ can be effectively computed by numerical integration. Indeed, (B.2), (B.6) and the identity

$$
\int_{0}^{t} \frac{\log u}{1+u^{2}} d u=\arctan t \log t+\frac{i}{2}\left(\operatorname{Li}_{2}(i t)-\operatorname{Li}_{2}(-i t)\right)
$$

where $\mathrm{Li}_{2}(z)$ is the dilogarithm function, yield that

$$
\psi_{\lambda}(x)=\sin \left(\lambda x+\frac{\pi}{8}\right)-\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t^{1+\frac{\arctan t}{\pi}}}{\left(1+t^{2}\right)^{\frac{5}{4}}} \exp \left(\frac{i}{2 \pi}\left(\operatorname{Li}_{2}(i t)-\operatorname{Li}_{2}(-i t)\right)\right) e^{-t \lambda x} d t
$$

## 4. Properties of the function $B$

In this section we study the properties of the function $B$. As an interesting corollary, the Laplace transform of the eigenfunctions $\psi_{\lambda}$ is computed.

The function $B$ defined by (3.12) extends to a holomorphic function on $\mathbf{C} \backslash(-\infty, 0]$, satisfying $B(\bar{z})=\overline{B(z)}$ (see also Appendix B). Therefore $B$ is defined on whole $\mathbf{C}$, it is holomorphic in $\mathbf{C} \backslash(-\infty, 0]$ with a branch cut on $(-\infty, 0]$, and it is continuous on $\overline{\mathbf{C}}_{+}$. The following properties of $B$ will play an important role.

When $\operatorname{Im} z>0$, we have

$$
\begin{aligned}
B(z)+B(-z) & =\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (z-s)}{1+s^{2}} d s+\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (-z-s)}{1+s^{2}} d s \\
& =\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (z+s)}{1+s^{2}} d s+\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (z+s)-i \pi}{1+s^{2}} d s \\
& =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\log (z-s)}{1+s^{2}} d s-\frac{i \pi}{2} .
\end{aligned}
$$

On the right-hand side, the function $s \mapsto \log (z-s)$, holomorphic (and therefore harmonic) in $\mathbf{C}_{-}$, is integrated against the Poisson kernel of the lower half-plane $p_{1}(s)=\frac{1}{\pi} \frac{1}{1+s^{2}}$. The result is the value of $\log (z-s)$ at $s=-i$. It follows that

$$
B(z)+B(-z)=\log (z-(-i))-\frac{i \pi}{2}=\log (1-i z)
$$

By $B(\bar{z})=\overline{B(z)}$ we get $B(z)+B(-z)=\log (1+i z)$ whenever $\operatorname{Im} z<0$, and so

$$
\begin{equation*}
e^{B(z)}=(1-i z \sigma(z)) e^{-B(-z)}, \tag{4.1}
\end{equation*}
$$

where $\sigma(z)=1$ when $\operatorname{Im} z>0$ and $\sigma(z)=-1$ when $\operatorname{Im} z<0$. A similar relation for $\eta$ was used earlier in (3.16), see also (B.3). By continuity of $B(z)$ in $\overline{\mathbf{C}}_{+}$the formula (4.1) is also valid for $z \in \mathbf{R}$ if we let $\sigma(z)=1$ for $z<0$ and $\sigma(z)=-1$ for $z>0$. For completeness, we let $\sigma(0)=0$.

By (3.14), (3.20), the relation between $F, \psi_{\lambda}$ and $r_{\lambda}$, and using $B(t)=\eta(t)+i \arctan t_{-}$,

$$
\begin{equation*}
r(x)=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \tau(t) e^{-t x} d t, \quad \text { where } \quad \tau(t)=\operatorname{Im} \frac{e^{B(-t)}}{1+t^{2}} \tag{4.2}
\end{equation*}
$$

Note that by the definition, $\tau(t)=0$ for $t \leq 0$. In the sequel, we need the Hilbert transform of $\tau$, which can be computed as follows. The function $e^{B(z)} /\left(1+z^{2}\right)$ is meromorphic in the upper half-plane with a simple pole at $i$, so that the function

$$
\frac{e^{B(z)}}{1+z^{2}}-\frac{1}{2} \frac{e^{B(i)}}{1+i z}-\frac{1}{2} \frac{e^{\overline{B(i)}}}{1-i z}
$$

is holomorphic in $\mathbf{C}_{+}$. In fact it is in $H^{p}\left(\mathbf{C}_{+}\right)$for $p \in(1, \infty)$, see (B.8). Its boundary limit on $\mathbf{R}$ is equal to

$$
\frac{e^{B(t)}}{1+t^{2}}-\frac{1}{2} \frac{e^{B(i)}}{1+i t}-\frac{1}{2} \frac{e^{\overline{B(i)}}}{1-i t}=\frac{e^{B(t)}-\sqrt{2} \cos \frac{\pi}{8}-t \sqrt{2} \sin \frac{\pi}{8}}{1+t^{2}}
$$

and the imaginary part of this function is just $\tau(-t)$. Therefore, the Hilbert transform of $\tau(-t)$ is the negative of the real part of the above function. It follows by (2.3) that for $t \in \mathbf{R}$,

$$
\begin{equation*}
H \tau(t)=\operatorname{Re} \frac{e^{B(-t)}-\sqrt{2} \cos \frac{\pi}{8}+t \sqrt{2} \sin \frac{\pi}{8}}{1+t^{2}} \tag{4.3}
\end{equation*}
$$

We are now able to compute the Laplace transform $\mathcal{L} \psi_{\lambda}$ of $\psi_{\lambda}$. By a direct computation, we have

$$
\begin{equation*}
\int_{0}^{\infty} \sin \left(x+\frac{\pi}{8}\right) e^{-t x} d x=\frac{\cos \frac{\pi}{8}+t \sin \frac{\pi}{8}}{1+t^{2}}, \quad t>0 \tag{4.4}
\end{equation*}
$$

On the other hand, by Fubini's theorem and (4.2),

$$
\int_{0}^{\infty} r(x) e^{-t x} d x=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{\tau(s)}{t+s} d s=-\frac{\sqrt{2}}{2} H \tau(-t), \quad t \geq 0
$$

By (4.3) we have

$$
\begin{equation*}
\int_{0}^{\infty} r(x) e^{-t x} d x=-\frac{\sqrt{2}}{2} \frac{e^{B(t)}}{1+t^{2}}+\frac{\cos \frac{\pi}{8}+t \sin \frac{\pi}{8}}{1+t^{2}}, \quad t \geq 0 \tag{4.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\int_{0}^{\infty} r(x) d x=\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2} . \tag{4.6}
\end{equation*}
$$

Formulas (4.4) and (4.5) give

$$
\mathcal{L} \psi_{1}(t)=\int_{0}^{\infty} \psi_{1}(x) e^{-t x} d x=\frac{\sqrt{2}}{2} \frac{e^{B(t)}}{1+t^{2}}, \quad t>0
$$

By scaling and the uniqueness of the holomorphic continuation, we obtain the following result.

Corollary 1. The Laplace transform of $\psi_{\lambda}$ is equal to

$$
\begin{equation*}
\mathcal{L} \psi_{\lambda}(z)=\int_{0}^{\infty} \psi_{\lambda}(x) e^{-z x} d x=\frac{\sqrt{2}}{2} \frac{\lambda e^{B\left(\frac{z}{\lambda}\right)}}{\lambda^{2}+z^{2}}, \quad \operatorname{Re} z>0 \tag{4.7}
\end{equation*}
$$

where $B(z)$ is given by (3.12).

## 5. The remainder term

This section is devoted to a detailed analysis of the remainder term $r_{\lambda}$, see (3.20). Recall that $r_{\lambda}(x)=r(\lambda x)$, where

$$
\begin{equation*}
r(x)=\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t}{\left(1+t^{2}\right)^{\frac{5}{4}}} \exp \left(\frac{1}{\pi} \int_{0}^{t} \frac{\log s}{1+s^{2}} d s\right) e^{-t x} d t \tag{5.1}
\end{equation*}
$$

Since $r$ is the Laplace transform of a positive function, it is totally monotone, i.e. all functions $(-1)^{n} r^{(n)}$ are nonnegative and monotonically decreasing. In most of our estimates we simply use the inequality $-\mathcal{C} \leq \int_{0}^{t} \frac{\log s}{1+s^{2}} d s \leq 0$ for $t>0$ and formula (B.12) from Appendix B. The $L^{1}(\mathbf{R})$ norm of $r$, however, we already calculated in (4.6),

$$
\begin{equation*}
\int_{0}^{\infty} r(x) d x=\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2} \in(0.216,0.217) \tag{5.2}
\end{equation*}
$$

Since $\frac{1}{t+s} \leq \frac{1}{2 \sqrt{t s}}$, by Fubini's theorem,

$$
\begin{align*}
\int_{0}^{\infty}(r(x))^{2} d x & \leq \frac{1}{2 \pi^{2}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{t}{\left(1+t^{2}\right)^{\frac{5}{4}}} \frac{s}{\left(1+s^{2}\right)^{\frac{5}{4}}} \frac{1}{t+s} d t d s \\
& \leq \frac{1}{4 \pi^{2}}\left(\int_{0}^{\infty} \frac{\sqrt{t}}{\left(1+t^{2}\right)^{\frac{5}{4}}} d t\right)^{2}=\frac{\left(\Gamma\left(\frac{3}{4}\right)\right)^{2}}{\pi\left(\Gamma\left(\frac{1}{4}\right)\right)^{2}}<0.037 \tag{5.3}
\end{align*}
$$

In a similar manner, $\frac{1}{t+s} \geq \frac{1}{\sqrt{1+t^{2}} \sqrt{1+s^{2}}}$, so that

$$
\begin{equation*}
\int_{0}^{\infty}(r(x))^{2} d x \geq \frac{e^{-\frac{2 C}{\pi}}}{2 \pi^{2}}\left(\int_{0}^{\infty} \frac{t}{\left(1+t^{2}\right)^{\frac{7}{4}}} d t\right)^{2}=\frac{2 e^{-\frac{2 C}{\pi}}}{9 \pi^{2}}>0.012 \tag{5.4}
\end{equation*}
$$

For $x>0$, we have

$$
\begin{align*}
r(x) & =\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t}{\left(1+t^{2}\right)^{\frac{5}{4}}} \exp \left(\frac{1}{\pi} \int_{0}^{t} \frac{\log s}{1+s^{2}} d s\right) e^{-t x} d t  \tag{5.5}\\
& \leq \frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} t e^{-t x} d t \leq \frac{\sqrt{2}}{2 \pi x^{2}}
\end{align*}
$$

In a similar manner,

$$
\begin{equation*}
(-1)^{n} r^{(n)}(x) \leq \frac{\sqrt{2}}{2 \pi} \frac{(n+1)!}{x^{n+2}} \tag{5.6}
\end{equation*}
$$

Also,

$$
\begin{equation*}
r(x) \leq r(0)=\sin \frac{\pi}{8}=\frac{\sqrt{2-\sqrt{2}}}{2}<0.383 \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
-r^{\prime}(x) \leq \frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{e^{-t x}}{\sqrt{t}} d t=\frac{1}{\sqrt{2 \pi x}} \tag{5.8}
\end{equation*}
$$

It follows that for $x>0$,

$$
\begin{aligned}
\left|\psi_{1}(x)\right| & \leq\left|\sin \left(x+\frac{\pi}{8}\right)-\sin \frac{\pi}{8}\right|+|r(x)-r(0)| \\
& \leq x+\int_{0}^{x}\left|r^{\prime}(y)\right| d y \leq x+\sqrt{\frac{2 x}{\pi}} .
\end{aligned}
$$

Since clearly $\left|\psi_{1}(x)\right| \leq\left|\sin \left(x+\frac{\pi}{8}\right)\right|+|r(x)| \leq 2$, we have

$$
\begin{equation*}
\left|\psi_{1}(x)\right| \leq \min \left(x+\sqrt{\frac{2 x}{\pi}}, 2\right) \leq \min (2 \sqrt{x}, 2) \tag{5.9}
\end{equation*}
$$

This property was already used in Section 3 in the proof of Theorem 2.
Finally, since $r^{\prime}<0$, the first zero of $\psi_{\lambda}^{\prime}$ is greater than $\frac{\pi}{8 \lambda}$. It follows that

$$
\begin{equation*}
\left\|\psi_{\lambda}\right\|_{\infty} \leq 1+r_{\lambda}\left(\frac{\pi}{8 \lambda}\right)=1+r\left(\frac{\pi}{8}\right) \leq 1+\frac{\sqrt{2}}{2 \pi} \int_{0}^{\infty} \frac{t e^{-\frac{\pi}{8} t}}{\left(1+t^{2}\right)^{\frac{5}{4}}} d t<1.14 \tag{5.10}
\end{equation*}
$$

for the last inequality, integrate by parts the left hand side of formula 3.387(7) in [25]. The estimate (5.10) is only used in Corollary 5, where a weaker version of (5.10) would only result in a larger constant in (10.2). In fact, for the present constant 3, we only need that $\left\|\psi_{\lambda}\right\| \leq 1.19$, which is easily obtained by estimating $\left(1+t^{2}\right)^{-5 / 4}$ in the integrand in (5.10) by a constant on each of the intervals $\left[\frac{k}{2}, \frac{k+1}{2}\right]$ with $k=0,1, \ldots, 7$, and $[4, \infty)$.

## 6. Spectral representation of the transition semigroup for the half-Line

Let $D=(0, \infty)$. In this section we study the $L^{2}(D)$ properties of the operators $P_{t}^{D}$. For $f \in C_{c}(D)$, define

$$
\begin{equation*}
\Pi f(x)=\int_{0}^{\infty} f(\lambda) \psi_{\lambda}(x) d \lambda, \quad x \in D \tag{6.1}
\end{equation*}
$$

where $\psi_{\lambda}=\sin \left(\lambda x+\frac{\pi}{8}\right)-r_{\lambda}(x)$ is given by (3.19) and (3.20). Note that

$$
F_{1}(x)=\int_{0}^{\infty} f(\lambda) \sin \left(\lambda x+\frac{\pi}{8}\right) d \lambda, \quad x \in D
$$

satisfies $\left\|F_{1}\right\|_{2} \leq c_{1}\|f\|_{2}$. Also, for

$$
F_{2}(x)=\int_{0}^{\infty} f(\lambda) r_{\lambda}(x) d \lambda, \quad x \in D
$$

we may apply (5.5) and (5.7) to obtain

$$
\begin{aligned}
\int_{0}^{\infty}\left(F_{2}(x)\right)^{2} d x & \leq \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}|f(\mu)||f(\lambda)| r(\mu x) r(\lambda x) d \mu d \lambda d x \\
& \leq \int_{0}^{\infty} \int_{0}^{\infty}\left(\int_{0}^{\infty} \frac{c_{2}}{(1+\mu x)^{2}(1+\lambda x)^{2}} d x\right)|f(\mu)||f(\lambda)| d \mu d \lambda \\
& \leq \int_{0}^{\infty} \int_{0}^{\infty}\left(\int_{0}^{\infty} \frac{c_{2}}{(1+(\mu+\lambda) x)^{2}} d x\right)|f(\mu)||f(\lambda)| d \mu d \lambda \\
& =c_{2} \int_{0}^{\infty} \int_{0}^{\infty} \frac{|f(\mu)||f(\lambda)|}{\mu+\lambda} d \mu d \lambda
\end{aligned}
$$

which is bounded by $c_{2} \pi\|f\|_{2}$ by Hardy-Hilbert's inequality. It follows that $\|\Pi f\|_{2}=$ $\left\|F_{1}+F_{2}\right\|_{2} \leq c_{3}\|f\|_{2}$, and therefore $\Pi$ can be continuously extended to a unique bounded linear operator on $L^{2}(D)$.

For $f \in C_{c}(D), p_{t}^{D}(x, y) f(\lambda) \psi_{\lambda}(y)$ is integrable in $(y, \lambda) \in D \times D$, so that by Theorem 2,

$$
\begin{equation*}
P_{t}^{D} \Pi f(x)=\int_{0}^{\infty} e^{-\lambda t} f(\lambda) \psi_{\lambda}(x) d \lambda, \quad x \in D \tag{6.2}
\end{equation*}
$$

Let $f, g \in C_{c}(D)$ and define $f_{k}(\lambda)=e^{-k \lambda t} f(\lambda), g_{k}(\lambda)=e^{-k \lambda t} g(\lambda)$. From (6.2) it follows that $P_{t}^{D} \Pi f_{k}=\Pi f_{k+1}$ and $P_{t}^{D} \Pi g_{k}=\Pi g_{k+1}$. Since the operators $P_{t}^{D}$ are self-adjoint, we have

$$
\begin{aligned}
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x & =\int_{0}^{\infty} P_{t}^{D} \Pi f_{-1}(x) \Pi g(x) d x \\
& =\int_{0}^{\infty} \Pi f_{-1}(x) P_{t}^{D} \Pi g(x) d x=\int_{0}^{\infty} \Pi f_{-1}(x) \Pi g_{1}(x) d x
\end{aligned}
$$

By induction,

$$
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x=\int_{0}^{\infty} \Pi f_{-k}(x) \Pi g_{k}(x) d x
$$

Suppose that supp $f \subseteq\left(0, \lambda_{0}\right)$ and $\operatorname{supp} g \subseteq\left(\lambda_{0}, \infty\right)$. Then we have

$$
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x=\int_{0}^{\infty} \Pi\left(e^{-k \lambda_{0} t} f_{-k}\right)(x) \Pi\left(e^{k \lambda_{0} t} g_{k}\right)(x) d x
$$

Both $e^{-k \lambda_{0} t} f_{-k}$ and $e^{k \lambda_{0} t} g_{k}$ tend to zero uniformly as $k \rightarrow \infty$, and so $\Pi\left(e^{-k \lambda_{0} t} f_{-k}\right)$ and $\Pi\left(e^{k \lambda_{0} t} g_{k}\right)$ converge to zero in $L^{2}(D)$. We conclude that $\Pi f$ and $\Pi g$ are orthogonal in $L^{2}(D)$. By an approximation argument, this is true for any $f, g \in L^{2}(D)$, provided that $f(\lambda)=0$ for $\lambda \geq \lambda_{0}$ and $g(\lambda)=0$ for $\lambda \leq \lambda_{0}$.

Define

$$
\mu(A)=\int_{0}^{\infty}\left(\Pi \mathbf{1}_{A}(x)\right)^{2} d x, \quad A \subseteq D
$$

Clearly

$$
\mu(A) \leq c_{3}\left\|\mathbf{1}_{A}\right\|_{2}^{2}=c_{3}|A|, \quad A \subseteq D
$$

Whenever $A \subseteq\left(0, \lambda_{0}\right)$ and $B \subseteq\left(\lambda_{0}, \infty\right)$, we have

$$
\begin{aligned}
\mu(A \cup B) & =\int_{0}^{\infty}\left(\Pi \mathbf{1}_{A}(x)\right)^{2} d x+\int_{0}^{\infty}\left(\Pi \mathbf{1}_{B}(x)\right)^{2} d x+2 \int_{0}^{\infty} \Pi \mathbf{1}_{A}(x) \Pi \mathbf{1}_{B}(x) d x \\
& =\mu(A)+\mu(B)
\end{aligned}
$$

Finally, when $A=\bigcup_{n=1}^{\infty} A_{n}$, where $A_{1} \subseteq A_{2} \subseteq \ldots$ and $|A|<\infty$, the sequence $\mathbf{1}_{A_{n}}$ converges in $L^{2}(D)$ to $\mathbf{1}_{A}$ as $n \rightarrow \infty$. Hence $\Pi \mathbf{1}_{A_{n}}$ converges to $\Pi \mathbf{1}_{A}$ in $L^{2}(D)$, and so $\mu(A)=$ $\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)$. It follows that $\mu$ is an absolutely continuous measure on $(0, \infty)$. By an approximation argument, we have

$$
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x=\int_{0}^{\infty} f(\lambda) g(\lambda) \mu(d \lambda)
$$

for any $f, g \in L^{2}(D)$.
Note that $\psi_{\lambda}(q x)=\psi_{\lambda / q}(x)$, and therefore $\Pi f_{q}(x)=q \Pi f(q x)$, where $f_{q}(x)=f\left(\frac{x}{q}\right)$. It follows that $\mu(q A)=q \mu(A)$ and so $\mu$ must be a multiple of the Lebesgue measure on $(0, \infty)$,
say $\mu(A)=c_{4}|A|$. This result is a version of Plancherel's theorem, where Fourier transform is replaced by $\Pi$ :

$$
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x=c_{4} \int_{0}^{\infty} f(\lambda) g(\lambda) d \lambda
$$

for any $f, g \in L^{2}(D)$.
The constant $c_{4}$ can be determined by considering $f(\lambda)=\frac{1}{\sqrt{q}} \mathbf{1}_{[1,1+q]}(\lambda), q>0$. We then have $\|f\|_{2}=1$. On the other hand,

$$
\Pi f(x)=\frac{1}{x \sqrt{q}}\left(\cos \left(x+\frac{\pi}{8}\right)-\cos \left((1+q) x+\frac{\pi}{8}\right)\right)-\frac{1}{\sqrt{q}} \int_{1}^{1+q} r(\lambda x) d \lambda
$$

The $L^{2}(D)$ norm of the first summand converges to $\sqrt{\frac{\pi}{2}}$ as $q \searrow 0$, just as in the case of the Fourier sine transform. The second summand is bounded by $\sqrt{q} r(x)$ and so it converges to zero in $L^{2}(D)$. It follows that $c_{4}=\frac{\pi}{2}$. The Plancherel's theorem can be therefore written as

$$
\begin{equation*}
\int_{0}^{\infty} \Pi f(x) \Pi g(x) d x=\frac{\pi}{2} \int_{0}^{\infty} f(\lambda) g(\lambda) d \lambda \tag{6.3}
\end{equation*}
$$

In particular, $\sqrt{\frac{2}{\pi}} \Pi$ is an isometry on $L^{2}(D)$. Since $\psi_{\lambda}(x)=\psi_{x}(\lambda)$, for $f, g \in C_{c}(D)$ (and therefore for any $\left.f, g \in L^{2}(D)\right)$ we also have

$$
\int_{0}^{\infty} \Pi f(x) g(x) d x=\int_{0}^{\infty} f(\lambda) \Pi g(\lambda) d \lambda
$$

which combined with (6.3) yields that $\Pi^{2} f=\frac{\pi}{2} f$. We collect the above results in the following theorem.
Theorem 3. The operator $\sqrt{\frac{2}{\pi}} \Pi: L^{2}(D) \rightarrow L^{2}(D)$ gives a spectral representation of $\mathcal{A}_{D}$ and the semigroup $\left(P_{t}^{D}\right)$, acting on $L^{2}(D)$, where $D=(0, \infty)$; that is, for any $f \in L^{2}(D)$,
(a) $\|f\|_{2}=\sqrt{\frac{2}{\pi}}\|\Pi f\|$ (Plancherel's theorem);
(b) $\Pi P_{t}^{D} f(\lambda)=e^{-\lambda t} \Pi f(\lambda)$;
(c) $f$ is in the domain of $\mathcal{A}_{D}$ if and only if $\lambda \Pi f(\lambda)$ is square integrable;
(d) $\Pi \mathcal{A}_{D} f(\lambda)=-\lambda \Pi f(\lambda)$.

Furthermore, $\Pi^{2}=\frac{\pi}{2} \operatorname{Id}$ (inversion formula).

## 7. Transition density for the half-Line

The aim of this section is to compute an explicit formula of the transition density $p_{t}^{D}(x, y)$ of the Cauchy process killed on exiting a half-line $D=(0, \infty)$, or the heat kernel for $\mathcal{A}_{D}$. Let us note that the transition density of the Brownian motion killed on exiting a half-line $(0, \infty)$ equals $\frac{1}{\sqrt{2 \pi t}} e^{-\frac{|x-y|^{2}}{2 t}}-\frac{1}{\sqrt{2 \pi t}} e^{-\frac{|x+y|^{2}}{2 t}}$, which follows from the reflection principle. For the Cauchy process we cannot use the reflection principle and the computation of $p_{t}^{D}(x, y)$ requires using much more complicated methods.
Theorem 4. For $D=(0, \infty)$ and any $g \in L^{p}$, $p \in[1, \infty]$, we have

$$
\begin{equation*}
P_{t}^{D} g(x)=\int_{0}^{\infty} p_{t}^{D}(x, y) g(y) d y, \quad t, x>0 \tag{7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{t}^{D}(x, y)=\frac{1}{\pi} \frac{t}{t^{2}+(x-y)^{2}}-\frac{1}{x y} \int_{0}^{t} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{\frac{s}{x}+\frac{t-s}{y}} d s, \quad t, x, y>0 \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
f(s)=\frac{1}{\pi} \frac{s}{1+s^{2}} \exp \left(\frac{1}{\pi} \int_{0}^{\infty} \frac{\log (s+w)}{1+w^{2}} d w\right), \quad s>0 . \tag{7.3}
\end{equation*}
$$

Remark 4. Note that for $s>0, f$ is positive continuous and bounded. This follows by the fact that $f(s)=\frac{1}{\pi} \frac{s}{1+s^{2}} e^{\eta(s)}$ and (B.4). The function $p_{t}^{D}(x, y)$ can be effectively computed by numerical integration. Indeed, by the same arguments as in Remark 3 we have

$$
f(s)=\frac{1}{\pi} \frac{s^{1-\frac{\arctan (s)}{\pi}}}{\left(1+s^{2}\right)^{\frac{3}{4}}} \exp \left(\frac{-i}{2 \pi}\left(\operatorname{Li}_{2}(i s)-\operatorname{Li}_{2}(-i s)\right)\right)
$$

where $\mathrm{Li}_{2}$ is the dilogarithm function.
Proof of Theorem 4. For $g \in C_{c}(D)$ we have $\Pi P_{t}^{D} g(\lambda)=e^{-\lambda t} \Pi g(\lambda)$ (see (6.1) and Theorem 3). Applying $\Pi^{-1}=\frac{2}{\pi} \Pi$ to both sides of this identity yields

$$
P_{t}^{D} g(x)=\frac{2}{\pi} \int_{0}^{\infty} e^{-\lambda t} \Pi g(\lambda) \psi_{\lambda}(x) d \lambda=\frac{2}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\lambda t} \psi_{\lambda}(x) \psi_{\lambda}(y) g(y) d y d \lambda .
$$

By the Fubini's theorem, (7.1) holds with

$$
\begin{equation*}
p_{t}^{D}(x, y)=\frac{2}{\pi} \int_{0}^{\infty} \psi_{\lambda}(x) \psi_{\lambda}(y) e^{-\lambda t} d \lambda \tag{7.4}
\end{equation*}
$$

By an approximation argument, (7.1) holds for $g \in L^{p}(\mathbf{R})$ with any $p \in[1, \infty]$. We will now prove (7.2).

Suppose first that $x<y$, and let $t=t_{1}+t_{2}, t_{1}, t_{2}>0$. By Plancherel's theorem and identities $\psi_{\lambda}(x)=\psi_{x}(\lambda), \overline{\mathcal{L} \psi_{y}(z)}=\mathcal{L} \psi_{y}(\bar{z})$, we have

$$
\begin{align*}
p_{t}^{D}(x, y) & =\frac{2}{\pi} \int_{0}^{\infty}\left(\psi_{x}(\lambda) e^{-t_{1} \lambda}\right)\left(\psi_{y}(\lambda) e^{-t_{2} \lambda}\right) d \lambda \\
& =\frac{1}{\pi^{2}} \int_{-\infty}^{\infty} \mathcal{L} \psi_{x}\left(t_{1}+i s\right) \mathcal{L} \psi_{y}\left(t_{2}-i s\right) d s=\frac{1}{2 \pi i} \int_{t_{1}-i \infty}^{t_{1}+i \infty} R(z) d z \tag{7.5}
\end{align*}
$$

where (see (4.7))

$$
R(z)=\frac{2}{\pi} \mathcal{L} \psi_{x}(z) \mathcal{L} \psi_{y}(t-z)=\frac{1}{\pi} \frac{x y \exp \left(B\left(\frac{z}{x}\right)+B\left(\frac{t-z}{y}\right)\right)}{\left(x^{2}+z^{2}\right)\left(y^{2}+(t-z)^{2}\right)}
$$

Note that $R$ is defined on $\mathbf{C}$ and it is meromorphic in $\mathbf{C} \backslash((-\infty, 0] \cup[t, \infty))$ with simple poles at $\pm i x$ and $t \pm i y$. Let $z \in \mathbf{C} \backslash[0, t]$. By (4.1) and the identity $(1+i z \sigma(z))(1-i z \sigma(z))=$ $1+(z \sigma(z))^{2}=1+z^{2}$, we have for all $z \in \mathbf{C}$,

$$
\begin{aligned}
R(z) & =\frac{1}{\pi} \frac{\left(1-i \frac{z}{x} \sigma\left(\frac{z}{x}\right)\right)\left(1-i \frac{t-z}{y} \sigma\left(\frac{t-z}{y}\right)\right) \exp \left(-B\left(-\frac{z}{x}\right)-B\left(-\frac{t-z}{y}\right)\right)}{x y\left(1+\frac{z^{2}}{x^{2}}\right)\left(1+\frac{(t-z)^{2}}{y^{2}}\right)} \\
& =\frac{1}{\pi} \frac{\exp \left(-B\left(-\frac{z}{x}\right)-B\left(-\frac{t-z}{y}\right)\right)}{x y\left(1+i \frac{z}{x} \sigma\left(\frac{z}{x}\right)\right)\left(1+i \frac{t-z}{y} \sigma\left(\frac{t-z}{y}\right)\right)} .
\end{aligned}
$$

Since $\sigma\left(\frac{t-z}{y}\right)=-\sigma\left(\frac{z}{x}\right)$ for $z \in \mathbf{C} \backslash[0, t]$, it follows that for $z \in \mathbf{C} \backslash[0, t]$,

$$
R(z)=\frac{\exp \left(-B\left(-\frac{z}{x}\right)-B\left(-\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)}\left(\frac{\frac{z}{x}}{1+i \frac{z}{x} \sigma\left(\frac{z}{x}\right)}+\frac{\frac{t-z}{y}}{1+i \frac{t-z}{y} \sigma\left(\frac{t-z}{y}\right)}\right) .
$$

We therefore have $R(z)=R_{1}(z)+R_{2}(z)$ for $z \in \mathbf{C} \backslash[0, t]$, where, again using (4.1),

$$
\begin{align*}
R_{1}(z) & =\frac{\exp \left(-B\left(-\frac{z}{x}\right)-B\left(-\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)} \cdot \frac{\frac{z}{x}}{1+i \frac{z}{x} \sigma\left(\frac{z}{x}\right)} \\
& =\frac{\exp \left(B\left(\frac{z}{x}\right)-B\left(-\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)} \cdot \frac{\frac{z}{x}}{1+\frac{z^{2}}{x^{2}}}, \tag{7.6}
\end{align*}
$$

and

$$
\begin{equation*}
R_{1}(z)=\frac{\exp \left(B\left(\frac{z}{x}\right)+B\left(\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)} \cdot \frac{\frac{z}{x}}{1+\frac{z^{2}}{x^{2}}} \cdot \frac{1}{1-i \frac{t-z}{y} \sigma\left(\frac{t-z}{y}\right)} . \tag{7.7}
\end{equation*}
$$

Also, in a similar manner,

$$
\begin{equation*}
R_{2}(z)=\frac{\exp \left(-B\left(-\frac{z}{x}\right)+B\left(\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)} \cdot \frac{\frac{t-z}{y}}{1+\frac{(t-z)^{2}}{y^{2}}} \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{2}(z)=\frac{\exp \left(B\left(\frac{z}{x}\right)+B\left(\frac{t-z}{y}\right)\right)}{\pi x y\left(\frac{z}{x}+\frac{t-z}{y}\right)} \cdot \frac{\frac{t-z}{y}}{1+\frac{(t-z)^{2}}{y^{2}}} \cdot \frac{1}{1-i \frac{z}{x} \sigma\left(\frac{z}{x}\right)} . \tag{7.9}
\end{equation*}
$$

The only zero of $\frac{z}{x}+\frac{t-z}{y}$ is $z=\frac{t x}{x-y}<0$. Hence $R_{1}(z)$ is holomorphic in the set $\{\operatorname{Re} z>0\} \backslash$ $[0, t]$ (by (7.6)), bounded in the neighborhood of $[0, t]$, and it decays as $|z|^{-2}$ at infinity (by (B.9)). Also, $R_{2}(z)$ is meromorphic in the set $\{\operatorname{Re} z<t\} \backslash[0, t]$ (by (7.8)) with a simple pole at $\frac{t x}{x-y}$, bounded near $[0, t]$, and it decays as $|z|^{-2}$ at infinity.

For $n=1,2, \ldots$ let $\gamma$ be the positively oriented contour consisting of:

- two vertical segments $\gamma_{1}=\left[t_{1}-n i, t_{1}-\frac{i}{n}\right], \gamma_{5}=\left[t_{1}+\frac{i}{n}, t_{1}+n i\right]$,
- two horizontal segments $\gamma_{2}=\left[t_{1}-\frac{i}{n},-\frac{i}{n}\right], \gamma_{4}=\left[\frac{i}{n}, t_{1}+\frac{i}{n}\right]$,
- two semi-cirles $\gamma_{3}=\left\{|z|=\frac{1}{n}, \operatorname{Re} z \leq 0\right\}$ and $\gamma_{6}=\left\{\left|z-t_{1}\right|=n\right.$, $\left.\operatorname{Re} z \leq t_{1}\right\}$.

Clearly, $\int_{\gamma_{1} \cup \gamma_{5}} R_{2}(z) d z$ converges to $\int_{t_{1}-i \infty}^{t_{1}+i \infty} R_{2}(z) d z$ as $n \rightarrow \infty$. The integrals over $\gamma_{3}$ and $\gamma_{6}$ converge to zero by the properties of $R_{2}$. Finally, by (7.9),

$$
\begin{aligned}
\int_{\gamma_{2} \cup \gamma_{4}} R_{2}(z) d z & \rightarrow \int_{0}^{t_{1}} \frac{\exp \left(B\left(\frac{s}{x}\right)+B\left(\frac{t-s}{y}\right)\right)}{\pi x y\left(\frac{s}{x}+\frac{t-s}{y}\right)} \cdot \frac{\frac{t-s}{y}}{1+\frac{(t-s)^{2}}{y^{2}}}\left(\frac{1}{1-i \frac{s}{x}}-\frac{1}{1+i \frac{s}{x}}\right) d s \\
& =\int_{0}^{t_{1}} \frac{2 \pi i f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{x y\left(\frac{s}{x}+\frac{t-s}{y}\right)} d s .
\end{aligned}
$$

Therefore, by the residue theorem,

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{t_{1}-i \infty}^{t_{1}+i \infty} R_{2}(z) d z=-\int_{0}^{t_{1}} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{x y\left(\frac{s}{x}+\frac{t-s}{y}\right)} d s+\operatorname{Res}\left(R_{2}, \frac{t x}{x-y}\right) \tag{7.10}
\end{equation*}
$$

In a similar manner, using (7.7) and analogous contours $\gamma$ consisting of two segments of the line $\operatorname{Re} z=t_{1}$, two segments parallel to $\left[t_{1}, t\right]$, and two semi-circles centered at $t$ (the small one) and $t_{1}$ (the large one), both contained in $\left\{\operatorname{Re} z \geq t_{1}\right\}$, we obtain that

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{t_{1}-i \infty}^{t_{1}+i \infty} R_{1}(z) d z=-\int_{t_{1}}^{t} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{x y\left(\frac{s}{x}+\frac{t-s}{y}\right)} d s . \tag{7.11}
\end{equation*}
$$

Therefore, (7.5), (7.10) and (7.11) yield that

$$
p_{t}^{D}(x, y)=-\frac{1}{x y} \int_{0}^{t} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{\frac{s}{x}+\frac{t-s}{y}} d s+\operatorname{Res}\left(R_{2}, \frac{t x}{x-y}\right)
$$

For $z=\frac{t x}{x-y}$ we have $\frac{z}{x}=\frac{t}{x-y}=-\frac{t-z}{y}$. Therefore, by (7.8) we get

$$
\operatorname{Res}\left(R_{2}, \frac{t x}{x-y}\right)=\frac{1}{\pi(y-x)} \cdot \frac{-\frac{t}{x-y}}{1+\frac{t^{2}}{(x-y)^{2}}}=\frac{1}{\pi} \frac{t}{t^{2}+(x-y)^{2}},
$$

and (7.2) follows for $x<y$.
When $x>y$, simply note that $p_{t}^{D}(x, y)=p_{t}^{D}(y, x)$ (see (7.4) or e.g. [14], Theorem 2.4), and that the right-hand side of (7.2) has the same symmetry property (this follows by a substitution $s=t-v)$. Finally, for $x=y$ simply use the continuity of $p_{t}^{D}(x, y)$ and $f$.

For the next result, we need the following simple observation, similar to the derivation of (4.3). By (4.1) we have $\operatorname{Im} e^{-B(-s)}=-\frac{s}{1+s^{2}} e^{B(s)}$ for $s>0$. Hence the function $f$ defined by (7.3) satisfies

$$
f(s)=\frac{1}{\pi} \frac{s}{1+s^{2}} e^{\eta(s)}=\frac{1}{\pi} \frac{s}{1+s^{2}} e^{B(s)}=-\frac{1}{\pi} \operatorname{Im} e^{-B(-s)}, \quad s>0
$$

If we extend $f$ by $f(s)=0$ for $s<0$, then $f(-s)=\frac{1}{\pi} \operatorname{Im} e^{-B(s)}$ for all real $s$. Since $e^{-B(z)}$ is in $H^{p}\left(\mathbf{C}_{+}\right)$for $p \in(2, \infty)$ (see (B.8)), the Hilbert transform of $f$ is given by (see (2.3))

$$
H f(s)=-\frac{1}{\pi} \operatorname{Re} e^{-B(-s)}=-\frac{1}{\pi} e^{-\eta(-s)}, \quad s \in \mathbf{R}
$$

It follows that

$$
\begin{equation*}
H f(-s)=-\frac{1}{\pi^{2}} \frac{s}{1+s^{2}} \frac{1}{f(s)}, \quad s>0, \quad \text { and } \quad H f(0)=-\frac{1}{\pi} \tag{7.12}
\end{equation*}
$$

Theorem 5. For $D=(0, \infty)$, we have

$$
\begin{equation*}
\mathbf{P}^{x}\left(\tau_{D} \in d t\right)=\frac{1}{\pi} \frac{x}{t^{2}+x^{2}} \exp \left(\frac{1}{\pi} \int_{0}^{\infty} \frac{\log \left(\frac{t}{x}+w\right)}{1+w^{2}} d w\right) d t \tag{7.13}
\end{equation*}
$$

Using the function $f$ defined in (7.3), we have $\mathbf{P}^{x}\left(\tau_{D} \in d t\right)=\frac{1}{t} f\left(\frac{t}{x}\right) d t$.
Proof. By Theorem 4 we have

$$
\begin{align*}
\mathbf{P}^{x}\left(\tau_{D}>t\right) & =\int_{0}^{\infty} p_{t}^{D}(x, y) d y \\
& =\frac{1}{\pi} \int_{0}^{\infty} \frac{t}{t^{2}+(x-y)^{2}} d y-\int_{0}^{t} \int_{0}^{\infty} \frac{1}{x y} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{\frac{s}{x}+\frac{t-s}{y}} d y d s \tag{7.14}
\end{align*}
$$

By a substitution $w=(t-s) / y$ we obtain

$$
\begin{aligned}
\int_{0}^{\infty} \frac{1}{x y} \frac{f\left(\frac{s}{x}\right) f\left(\frac{t-s}{y}\right)}{\frac{s}{x}+\frac{t-s}{y}} d y & =\frac{f\left(\frac{s}{x}\right)}{x} \int_{0}^{\infty} \frac{f(w)}{w\left(\frac{s}{x}+w\right)} d w \\
& =\frac{f\left(\frac{s}{x}\right)}{s}\left(\int_{0}^{\infty} \frac{f(w)}{w} d w-\int_{0}^{\infty} \frac{f(w)}{\frac{s}{x}+w} d w\right)
\end{aligned}
$$

The right-hand side equals $\frac{\pi}{s} f\left(\frac{s}{x}\right)\left(-H f(0)+H f\left(-\frac{s}{x}\right)\right)$. This, (7.12) and (7.14) give

$$
\mathbf{P}^{x}\left(\tau_{D}>t\right)=\frac{1}{\pi} \int_{0}^{\infty} \frac{t}{t^{2}+(x-y)^{2}} d y-\int_{0}^{t} \frac{f\left(\frac{s}{x}\right)}{s} d s+\frac{1}{\pi} \int_{0}^{t} \frac{x}{x^{2}+s^{2}} d s
$$

By substitution $v=x-y$ in the first integral and $v=x t / s$ in the third one,

$$
\begin{aligned}
\mathbf{P}^{x}\left(\tau_{D}>t\right) & =\frac{1}{\pi} \int_{-\infty}^{x} \frac{t}{t^{2}+v^{2}} d v-\int_{0}^{t} \frac{f\left(\frac{s}{x}\right)}{s} d s+\frac{1}{\pi} \int_{x}^{\infty} \frac{t}{t^{2}+v^{2}} d v \\
& =1-\int_{0}^{t} \frac{f\left(\frac{s}{x}\right)}{s} d s
\end{aligned}
$$

The result follows by differentiation and (7.3).
Remark 5. Theorem 5 can also be obtained in a more explicit manner. In fact, by scaling properties of $X_{t}$, we have $\mathbf{P}_{x}\left(\tau_{D}>t\right)=g\left(\frac{x}{t}\right)$ for some function $g$ continuous in $\mathbf{R}$, vanishing on $(-\infty, 0]$. Furthermore, $\mathbf{P}_{x}\left(\tau_{D}>t\right)$ satisfies the heat equation in $D$, i.e. $\frac{\partial}{\partial t} \mathbf{P}_{x}\left(\tau_{D}>\right.$ $t)=-\sqrt{-\frac{d^{2}}{d x^{2}}} \mathbf{P}_{x}\left(\tau_{D}>t\right)$. For $t=1$ this gives $-x g^{\prime}(x)=-\sqrt{-\frac{d^{2}}{d x^{2}}} g(x), x>0$. Since $-\sqrt{-\frac{d^{2}}{d x^{2}}} g=H g^{\prime}$, we have $H g^{\prime}(s)=-s g^{\prime}(s)$ for $s>0$.

Let $h(s)=\frac{1}{s} g^{\prime}\left(-\frac{1}{s}\right), h(0)=0$. Then it can be shown that $h$ is continuous on $\mathbf{R}$, and by the definition (2.1) of the Hilbert transform, $H h(s)=-\frac{1}{s} H g^{\prime}\left(-\frac{1}{s}\right)$. It follows that $h(s)=s H h(s)$ for $s<0$, and $h(s)=0$ for $s \geq 0$. Therefore $H h-i h$ is a boundary limit of some holomorphic function in $\mathbf{C}_{+}$, and $(H h(s)-i h(s)) e^{-i \arctan s_{-}}$is real for all $s \in \mathbf{R}$. This problem can be solved using the method applied in Section 3, and the solution is $H h(s)-i h(s)=c e^{-B(s)}$ with some $c \in \mathbf{R}$. Therefore $g^{\prime}(s)=-\frac{1}{s} h\left(-\frac{1}{s}\right)=\frac{c}{s} \operatorname{Im} e^{-B(1 / s)}$ for $s>0$, and finally

$$
\mathbf{P}_{x}\left(\tau_{D} \in d t\right)=-\frac{x}{t^{2}} g^{\prime}\left(\frac{x}{t}\right)=-\frac{c}{t} \operatorname{Im} e^{-B(t / x)}
$$

which agrees with (7.13) when $c=\frac{1}{\pi}$. The details of this alternative argument are left to the interested reader.

Remark 6. The integral of $p_{t}^{D}(x, y)$ with respect to $t \in(0, \infty)$ is the Green function of $\left(X_{t}\right)$ on the half-line, given by the well-known explicit formula of M. Riesz, see e.g. [6]. Also, the distribution of $X\left(\tau_{D}\right)$ (and even the joint distribution of $\tau_{D}$ and $X\left(\tau_{D}\right)$ ) is determined by $p_{t}^{D}(x, y)$, see [27]. Explicit formulas for Green functions and exit distributions for some related processes in half-lines and intervals were found recently in [10, 11].

Theorem 5 implies a new result for the 2-dimensional Brownian motion. Namely we obtain the distribution of some local time of the 2-dimensional Brownian motion killed at some entrance time. For the 1-dimensional Brownian motion similar results were widely studied and are usually called Ray-Knight theorems [28, 36, 38].

Corollary 2. Let $B_{t}=\left(B_{t}^{(1)}, B_{t}^{(2)}\right)$ be the 2-dimensional Brownian motion and $L(t)=$ $\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \varepsilon} \int_{0}^{t} \chi_{(-\varepsilon, \varepsilon)}\left(B_{s}^{(2)}\right) d s$ be the local time of $B_{t}$ on the line $(-\infty, \infty) \times\{0\}$. Let $A=$ $(-\infty, 0] \times\{0\}$ and $T_{A}=\inf \{t \geq 0: B(t) \in A\}$ be the first entrance time for $A$. Then for any $x>0$ we have

$$
P^{(x, 0)}\left(L\left(T_{A}\right) \in d t\right)=\frac{1}{\pi} \frac{x}{x^{2}+t^{2}} \exp \left(\frac{1}{\pi} \int_{0}^{\infty} \frac{\log \left(\frac{t}{x}+s\right)}{1+s^{2}} d s\right) d t
$$

For $(x, y) \in \mathbf{R}^{2}, y \neq 0$ and $t \geq 0$ we have

$$
\begin{aligned}
P^{(x, y)}\left(L\left(T_{A}\right) \leq t\right)=\frac{1}{\pi} \int_{-\infty}^{0} & \frac{|y|}{y^{2}+(x-u)^{2}} d u \\
& +\frac{1}{\pi} \int_{0}^{\infty} \frac{|y|}{y^{2}+(x-u)^{2}} P^{(u, 0)}\left(L\left(T_{A}\right) \leq t\right) d u
\end{aligned}
$$

Proof. Let $\eta_{t}=\inf \{s>0: L(s)>t\}$ be the inverse of the local time $L(t)$. It is well known (see e.g. [42]) that the 1-dimensional Cauchy process $X_{t}$ can be identified with $B^{(1)}\left(\eta_{t}\right)$. With this relation, we have $L\left(T_{A}\right)=\tau_{(0, \infty)}$, where $\tau_{(0, \infty)}=\inf \left\{t \geq 0: X_{t} \notin(0, \infty)\right\}$. This and Theorem 5 give the first equality. The second equality follows by the harmonicity of $(x, y) \rightarrow P^{(x, y)}\left(L\left(T_{A}\right) \leq t\right)$ in $\left\{(x, y) \in \mathbf{R}^{2}: y>0\right\}$ and in $\left\{(x, y) \in \mathbf{R}^{2}: y<0\right\}$.

## 8. Approximation to eigenfunctions on the interval

In this section the interval $D=(-1,1)$ is studied. Let $n$ be a positive integer and $\mu_{n}=\frac{n \pi}{2}-\frac{\pi}{8}$. Our goal is to show that $\mu_{n}$ is close to $\lambda_{n}$, the $n$-th eigenvalue of the semigroup ( $P_{t}^{D}$ ).

Let $q$ be the function equal to 0 on $\left(\infty,-\frac{1}{3}\right)$ and to 1 on $\left(\frac{1}{3}, \infty\right)$, defined by (C.1) in Appendix C . We construct approximations to eigenfunctions of $\left(P_{t}^{D}\right)$ by combining the eigenfunctions $\psi_{\mu_{n}}(1+x)$ and $\psi_{\mu_{n}}(1-x)$ for half-line, studied in Section 3. For a symmetric eigenfunction, when $n$ is odd, let

$$
\begin{align*}
\tilde{\varphi}_{n}(x) & =q(-x) \psi_{\mu_{n}}(1+x)+q(x) \psi_{\mu_{n}}(1-x) \\
& =(-1)^{\frac{n-1}{2}} \cos \left(\mu_{n} x\right) \mathbf{1}_{D}(x)-q(-x) r_{\mu_{n}}(1+x)-q(x) r_{\mu_{n}}(1-x) \tag{8.1}
\end{align*}
$$

For an antisymmetric eigenfunction, when $n$ is even, we define

$$
\begin{align*}
\tilde{\varphi}_{n}(x) & =q(-x) \psi_{\mu_{n}}(1+x)-q(x) \psi_{\mu_{n}}(1-x) \\
& =(-1)^{\frac{n}{2}} \sin \left(\mu_{n} x\right) \mathbf{1}_{D}(x)-q(-x) r_{\mu_{n}}(1+x)+q(x) r_{\mu_{n}}(1-x) \tag{8.2}
\end{align*}
$$

Lemma 1. With the above definitions,

$$
\begin{equation*}
\left\|\mathcal{A}_{D} \tilde{\varphi}_{n}+\mu_{n} \tilde{\varphi}_{n}\right\|_{2}<\sqrt{1.21+\frac{8.00}{\mu_{n}}+\frac{13.66}{\mu_{n}^{2}}} \cdot \frac{1}{\mu_{n}} . \tag{8.3}
\end{equation*}
$$

Proof. Note that we have

$$
\begin{aligned}
\tilde{\varphi}_{n}(x) & -\psi_{\mu_{n}}(1+x)=-(1-q(-x)) \psi_{\mu_{n}}(1+x)-(-1)^{n} q(x) \psi_{\mu_{n}}(1-x) \\
& =-q(x)\left(\psi_{\mu_{n}}(1+x)+(-1)^{n} \psi_{\mu_{n}}(1-x)\right) \\
& =q(x)\left(r_{\mu_{n}}(1+x)+(-1)^{n} r_{\mu_{n}}(1-x)\right)-\sin \left(\mu_{n}(1+x)+\frac{\pi}{8}\right) \mathbf{1}_{[1, \infty)}(x) .
\end{aligned}
$$

Denote $h(x)=\sin \left(\mu_{n}(1+x)+\frac{\pi}{8}\right) \mathbf{1}_{[1, \infty)}(x)$ and $f(x)=r_{\mu_{n}}(1+x)+(-1)^{n} r_{\mu_{n}}(1-x), g(x)=$ $q(x) f(x)$. By (5.5), (5.6) and (5.2),

$$
\begin{aligned}
M_{0} & =\sup _{x \in\left(-\frac{1}{3}, \frac{1}{3}\right)}|f(x)| \leq r\left(\frac{2 \mu_{n}}{3}\right)+r\left(\frac{4 \mu_{n}}{3}\right) \leq \frac{45 \sqrt{2}}{32 \pi \mu_{n}^{2}}, \\
M_{1} & =\sup _{x \in\left(-\frac{1}{3}, \frac{1}{3}\right)}\left|f^{\prime}(x)\right| \leq-\mu_{n} r^{\prime}\left(\frac{2 \mu_{n}}{3}\right)-\mu_{n} r^{\prime}\left(\frac{4 \mu_{n}}{3}\right) \leq \frac{243 \sqrt{2}}{64 \pi \mu_{n}^{2}}, \\
M_{2} & =\sup _{x \in\left(-\frac{1}{3}, \frac{1}{3}\right)}\left|f^{\prime \prime}(x)\right| \leq \mu_{n}^{2} r^{\prime \prime}\left(\frac{2 \mu_{n}}{3}\right)+\mu_{n}^{2} r^{\prime \prime}\left(\frac{4 \mu_{n}}{3}\right) \leq \frac{4131 \sqrt{2}}{256 \pi \mu_{n}^{2}}, \\
I & =\int_{0}^{\infty}|f(x)| d x \leq \int_{0}^{\infty} r_{\mu_{n}}(1+x) d x+\int_{0}^{1} r_{\mu_{n}}(1-x) d x \\
& =\frac{1}{\mu_{n}} \int_{0}^{\infty} r(y) d y=\left(\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2}\right) \frac{1}{\mu_{n}} ;
\end{aligned}
$$

notation here corresponds to that of Appendix C. By (C.2) and (C.3),

$$
\begin{array}{ll}
\left|\mathcal{A}_{D} g(z)\right|<\frac{0.605}{\mu_{n}^{2}}+\frac{0.156}{\mu_{n}}, & z \in\left(-1,-\frac{1}{3}\right) ; \\
\left|\mathcal{A}_{D} g(z)\right|<\frac{4.444}{\mu_{n}^{2}}+\frac{0.622}{\mu_{n}}, & z \in\left(-\frac{1}{3}, 0\right) .
\end{array}
$$

Furthermore, $|g(z)|=0$ for $z \in\left(-1,-\frac{1}{3}\right)$ and

$$
\begin{equation*}
\left|\mu_{n} g(z)\right| \leq \frac{\mu_{n}}{2} M_{0}<\frac{0.317}{\mu_{n}}, \quad z \in\left(-\frac{1}{3}, 0\right) \tag{8.6}
\end{equation*}
$$

Finally, for $z<0$ we have

$$
\begin{aligned}
\left|(-\Delta)^{\frac{1}{2}} h(z)\right| & =\frac{1}{\pi}\left|\int_{1}^{\infty} \frac{\sin \left(\mu_{n}(1+x)+\frac{\pi}{8}\right)}{(x-z)^{2}} d x\right| \\
& \leq \frac{1}{\pi(1-z)^{2}} \int_{1}^{1+\frac{\pi}{\mu_{n}}}\left|\sin \left(\mu_{n}(1+x)+\frac{\pi}{8}\right)\right| d x=\frac{1}{\pi \mu_{n}(1-z)^{2}}
\end{aligned}
$$

so that

$$
\begin{array}{ll}
\left|(-\Delta)^{\frac{1}{2}} h(z)\right|<\frac{0.180}{\mu_{n}}, & z \in\left(-1,-\frac{1}{3}\right) \\
\left|(-\Delta)^{\frac{1}{2}} h(z)\right|<\frac{0.319}{\mu_{n}}, & z \in\left(-\frac{1}{3}, 0\right)
\end{array}
$$

Since for $z \in(-1,0)$ we have

$$
\left|\mathcal{A}_{D} \tilde{\varphi}_{n}(z)+\mu_{n} \tilde{\varphi}_{n}(z)\right| \leq\left|(-\Delta)^{\frac{1}{2}} h(z)\right|+\left|(-\Delta)^{\frac{1}{2}} g(z)\right|+\left|\mu_{n} g(z)\right|
$$

estimates (8.4)-(8.8) yield that

$$
\begin{array}{ll}
\left|\mathcal{A}_{D} \tilde{\varphi}_{n}(z)+\mu_{n} \tilde{\varphi}_{n}(z)\right|<\frac{0.605}{\mu_{n}^{2}}+\frac{0.336}{\mu_{n}}, & z \in\left(-1,-\frac{1}{3}\right) \\
\left|\mathcal{A}_{D} \tilde{\varphi}_{n}(z)+\mu_{n} \tilde{\varphi}_{n}(z)\right|<\frac{4.444}{\mu_{n}^{2}}+\frac{1.258}{\mu_{n}}, & z \in\left(-\frac{1}{3}, 0\right) \tag{8.10}
\end{array}
$$

By symmetry, estimates similar to (8.9) and (8.10) hold for $z \in(0,1)$. The estimate (8.3) follows.

The estimate of the $L^{2}(D)$ norm of $\tilde{\varphi}_{n}$ plays an important role in the sequel. We have

$$
\begin{equation*}
\sqrt{1-\frac{0.52}{\mu_{n}}} \leq\left\|\tilde{\varphi}_{n}\right\|_{2} \leq \sqrt{1+\frac{1.37}{\mu_{n}}} \tag{8.11}
\end{equation*}
$$

Indeed, the lower bound follows by (5.2), (8.1), (8.2) and symmetry,

$$
\begin{aligned}
\left\|\tilde{\varphi}_{n}\right\|_{2}^{2} \geq & \int_{-1}^{1}\left(\sin \left(\mu_{n}(x+1)+\frac{\pi}{8}\right)\right)^{2} d x \\
& -4 \int_{-1}^{1}\left|q(-x) r_{\mu_{n}}(x+1) \sin \left(\mu_{n}(x+1)+\frac{\pi}{8}\right)\right| d x \\
\geq & \left(1+\frac{\sqrt{2}}{4 \mu_{n}}\right)-\frac{4}{\mu_{n}}\left(\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2}\right) .
\end{aligned}
$$

In a similar manner, using also (5.3),

$$
\begin{aligned}
\left\|\tilde{\varphi}_{n}\right\|_{2}^{2} & \leq\left(1+\frac{\sqrt{2}}{4 \mu_{n}}\right)+\frac{4}{\mu_{n}}\left(\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2}\right)+4 \int_{-1}^{1}\left(r\left(\mu_{n}(x+1)\right)\right)^{2} d x \\
& \leq\left(1+\frac{\sqrt{2}}{4 \mu_{n}}\right)+\frac{4}{\mu_{n}}\left(\cos \frac{\pi}{8}-\frac{\sqrt{2}}{2}\right)+\frac{4\left(\Gamma\left(\frac{3}{4}\right)\right)^{2}}{\pi\left(\Gamma\left(\frac{1}{4}\right)\right)^{2} \mu_{n}}
\end{aligned}
$$

## 9. Simplicity of eigenvalues for the interval

We continue denoting by $\varphi_{j}$ the eigenfunctions of $\left(P_{t}^{D}\right)$, by $\lambda_{j}\left(\lambda_{j}>0\right)$ the corresponding eigenvalues, and by $\tilde{\varphi}_{n}$ and $\mu_{n}$ the approximations of the previous section. Fix $n \geq 1$. Since $\tilde{\varphi}_{n} \in L^{2}(D)$, we have $\tilde{\varphi}_{n}=\sum_{j} a_{j} \varphi_{j}$ for some $a_{j}$. Moreover, $\left\|\tilde{\varphi}_{n}\right\|_{2}^{2}=\sum_{j} a_{j}^{2}$ and $\mathcal{A}_{D} \tilde{\varphi}_{n}=-\sum_{j} \lambda_{j} a_{j} \varphi_{j}$. Let $\lambda_{k(n)}$ be the eigenvalue nearest to $\mu_{n}$. Then

$$
\begin{aligned}
\left\|\mathcal{A}_{D} \tilde{\varphi}_{n}+\mu_{n} \tilde{\varphi}_{n}\right\|_{2}^{2} & =\sum_{j=1}^{\infty}\left(\lambda_{j}-\mu_{n}\right)^{2} a_{j}^{2} \\
& \geq\left(\lambda_{k(n)}-\mu_{n}\right)^{2} \sum_{j=1}^{\infty} a_{j}^{2} \geq\left(\lambda_{k(n)}-\mu_{n}\right)^{2}\left\|\tilde{\varphi}_{n}\right\|_{2}^{2}
\end{aligned}
$$

By (8.3) and (8.11), it follows that

$$
\begin{equation*}
\left|\lambda_{k(n)}-\mu_{n}\right| \leq \sqrt{\frac{1.21+\frac{8.00}{\mu_{n}}+\frac{13.66}{\mu_{n}^{2}}}{1-\frac{0.52}{\mu_{n}}}} \cdot \frac{1}{\mu_{n}} . \tag{9.1}
\end{equation*}
$$

The right-hand side is a decreasing function of $n$, so that $\left|\lambda_{k(n)}-\mu_{n}\right|<0.098 \pi<\frac{\pi}{10}$ whenever $n \geq 4$. Hence we have the following result.

Lemma 2. Each interval $\left(\frac{n \pi}{2}-\frac{\pi}{4}, \frac{n \pi}{2}\right), n \geq 4$, contains an eigenvalue $\lambda_{k(n)}$.

In particular $\lambda_{k(n)}$ are distinct for $n \geq 4$. We will now prove that there are only three eigenvalues not included in the above lemma. For $t>0$, we have (see e.g. [3, 30])

$$
\sum_{j=1}^{\infty} e^{-\lambda_{j} t}=\int_{D} \sum_{j=1}^{\infty} e^{-\lambda_{j} t}\left(\varphi_{j}(x)\right)^{2} d x=\int_{D} p_{t}^{D}(x, x) d x \leq \int_{D} p_{t}(0) d x=\frac{2}{\pi t}
$$

On the other hand,

$$
\sum_{n=4}^{\infty} e^{-\lambda_{k(n)} t} \geq \sum_{n=4}^{\infty} e^{-\frac{n \pi}{2} t}=\frac{e^{-2 \pi t}}{1-e^{-\frac{\pi}{2} t}} \geq \frac{2}{\pi t}-\frac{7}{2}
$$

for small $t>0$. It follows that there are at most 3 eigenvalues of $\left(P_{t}^{D}\right)$ other than $\lambda_{k(n)}$ $(n \geq 4)$. Furthermore, we have $1<\lambda_{1}<\frac{3 \pi}{8}, 2 \leq \lambda_{2} \leq \pi$ and $3.4 \leq \lambda_{3} \leq \frac{3 \pi}{2}$ by [1]. Therefore, $k(n)=n$ for $n \geq 4$, and also by (9.1), $\lambda_{3}>3.83$. We have thus proved the following theorem.

Theorem 6. We have

$$
1<\lambda_{1}<\frac{3 \pi}{8}, \quad 2 \leq \lambda_{2} \leq \pi, \quad 3.83<\lambda_{3} \leq \frac{3 \pi}{2}
$$

and

$$
\frac{n \pi}{2}-\frac{\pi}{8}-\frac{\pi}{10}<\lambda_{n}<\frac{n \pi}{2}-\frac{\pi}{8}+\frac{\pi}{10} \quad(n \geq 4)
$$

In particular, all eigenvalues of $\left(P_{t}^{D}\right)$ are simple, $\left|\lambda_{n}-\lambda_{m}\right|>0.69$ when $n \neq m$, and $\left|\lambda_{n}-\lambda_{m}\right|>\frac{3 \pi}{10}$ if moreover $n \geq 4$. Furthermore, as $n \rightarrow \infty$,

$$
\begin{equation*}
\lambda_{n}=\frac{n \pi}{2}-\frac{\pi}{8}+O\left(\frac{1}{n}\right) . \tag{9.2}
\end{equation*}
$$

More precisely,

$$
\begin{equation*}
\left|\lambda_{n}-\left(\frac{n \pi}{2}-\frac{\pi}{8}\right)\right| \leq \frac{1}{n} \quad n \geq 1 \tag{9.3}
\end{equation*}
$$

i.e. the constant in $O\left(\frac{1}{n}\right)$ notation in (9.2) is not greater than 1. Indeed, by (9.1), formula (9.3) holds for $n \geq 7$, and for $n \leq 6$ one can use the estimates (11.1). Without referring to numerical calculation of upper and lower bounds, one can use (9.1) for $n \geq 4$ and estimates of $\lambda_{1}, \lambda_{2}$ and $\lambda_{4}$ of Theorem 6 to obtain (9.3) with $\frac{1}{n}$ replaced by $\frac{3}{2 n}$.

Better numerical bounds for first few eigenvalues are obtained in Section 11.

## 10. Estimates of eigenfunctions for the interval

In the preceding two sections the approximations $\tilde{\varphi}_{n}$ to the eigenfunctions $\varphi_{n}$ were constructed and it was proved that $\mu_{n}=\frac{n \pi}{2}-\frac{\pi}{8}$ is close to $\lambda_{n}$. Now we show that $\tilde{\varphi}_{n}$ is close to $\varphi_{n}$ in $L^{2}(D)$.

Let $n \geq 4$ be fixed. Recall that $\tilde{\varphi}_{n}=\sum_{j} a_{j} \varphi_{j}$; with no loss of generality we may assume that $a_{n}>0$. For $j \neq n$ we have $\left|\mu_{n}-\lambda_{j}\right| \geq \frac{3 \pi}{10}$. Therefore,

$$
\left\|\mathcal{A}_{D} \tilde{\varphi}_{n}+\mu_{n} \tilde{\varphi}_{n}\right\|_{2}^{2}=\sum_{j=1}^{\infty}\left(\mu_{n}-\lambda_{j}\right)^{2} a_{j}^{2} \geq\left(\mu_{n}-\lambda_{n}\right)^{2} a_{n}^{2}+\frac{9 \pi^{2}}{100} \sum_{j \neq n} a_{j}^{2}
$$

Denote the left-hand side by $M_{n}^{2}$; the upper bound for $M_{n}$ is given in (8.3). We have

$$
\left\|\tilde{\varphi}_{n}-a_{n} \varphi_{n}\right\|_{2}^{2}=\sum_{j \neq n} a_{j}^{2} \leq \frac{100 M_{n}^{2}}{9 \pi^{2}}
$$

Therefore,

$$
\left\|\tilde{\varphi}_{n}-\right\| \tilde{\varphi}_{n}\left\|_{2} \varphi_{n}\right\|_{2} \leq\left\|\tilde{\varphi}_{n}-a_{n} \varphi_{n}\right\|+\left(\left\|\tilde{\varphi}_{n}\right\|_{2}-a_{n}\right) \leq 2\left\|\tilde{\varphi}_{n}-a_{n} \varphi_{n}\right\| \leq \frac{20 M_{n}}{3 \pi}
$$

This, together with (8.11), yields the following result.
Lemma 3. Let $n \geq 4$. With the notation of the previous two sections, we have $1-\frac{0.52}{\mu_{n}}<$ $\left\|\tilde{\varphi}_{n}\right\|^{2}<1+\frac{1.37}{\mu_{n}}$, and

$$
\left\|\tilde{\varphi}_{n}-\right\| \tilde{\varphi}_{n}\left\|_{2} \varphi_{n}\right\|_{2} \leq \frac{20}{3 \pi} \sqrt{1.21+\frac{8.00}{\mu_{n}}+\frac{13.66}{\mu_{n}^{2}}} \cdot \frac{1}{\mu_{n}} .
$$

In particular, for $n \geq 4$, by the above result and (8.11),

$$
\left\|\frac{\tilde{\varphi}_{n}}{\left\|\tilde{\varphi}_{n}\right\|_{2}}-\varphi_{n}\right\|_{2}<\frac{20}{3 \pi} \cdot \frac{M_{n}}{\sqrt{1-\frac{0.52}{\mu_{n}}}}<\frac{20}{3 \pi} \cdot \frac{\pi}{10}=\frac{2}{3} .
$$

Since $\tilde{\varphi}_{n}$ is symmetric or antisymmetric when $n$ is odd or even respectively, we have the alternating type of symmetry of $\varphi_{n}$.

Corollary 3. The function $\varphi_{n}$ is symmetric when $n$ is odd, and antisymmetric when $n$ is even.

Proof. For $n \leq 3$ this is a result of [1]. When $n \geq 4, \varphi_{n}$ is either symmetric or antisymmetric, and the distance between $\varphi_{n}$ and normed $\tilde{\varphi}_{n}$ does not exceed $\frac{2}{3}$. Therefore $\varphi_{n}$ has the same type of symmetry as $\tilde{\varphi}_{n}$.

Corollary 4. As $n \rightarrow \infty$,

$$
\left\|\varphi_{n}-\sin \left(\left(\frac{n \pi}{2}-\frac{\pi}{8}\right)(1+x)+\frac{\pi}{8}\right)\right\|_{2}=O\left(\frac{1}{\sqrt{n}}\right) .
$$

By a rather standard argument, $\left\|\varphi_{n}\right\|_{\infty} \leq \sqrt{\frac{e \lambda_{n}}{\pi}}$, see e.g. [31]. A slight modification gives the following result.

Proposition 2. Let $c=\left\|\tilde{\varphi}_{n}\right\|_{2}$. Then

$$
\begin{equation*}
\left\|\varphi_{n}\right\|_{\infty} \leq \frac{1}{c}\left(\sqrt{\frac{e \lambda_{n}}{\pi}} \cdot\left\|c \varphi_{n}-\tilde{\varphi}_{n}\right\|+\sqrt{e}\left\|\psi_{\mu_{n}}\right\|_{\infty}\right) \tag{10.1}
\end{equation*}
$$

Proof. Let $t=\frac{1}{2 \lambda_{n}}$. Using Cauchy-Schwarz inequality, Plancherel theorem and the inequality $p_{t}^{D}(x, y) \leq p_{t}(x-y)$, we obtain

$$
\begin{aligned}
c\left|\varphi_{n}(x)\right| & \leq e^{\lambda_{n} t}\left|P_{t}^{D}\left(c \varphi_{n}-\tilde{\varphi}_{n}\right)(x)\right|+e^{\lambda_{n} t}\left|P_{t}^{D} \tilde{\varphi}_{n}(x)\right| \\
& \leq \sqrt{e} \cdot \sqrt{\int_{-\infty}^{\infty}\left(p_{t}(x-y)\right)^{2} d y} \cdot\left\|c \varphi_{n}-\tilde{\varphi}_{n}\right\|_{2}+\sqrt{e}\left\|\tilde{\varphi}_{n}\right\|_{\infty} \\
& =\sqrt{\frac{e}{2 \pi} \int_{-\infty}^{\infty} e^{-2 t|z|} d z} \cdot\left\|c \varphi_{n}-\tilde{\varphi}_{n}\right\|+\sqrt{e}\left\|\psi_{\mu_{n}}\right\|_{\infty} \\
& =\sqrt{\frac{e}{2 \pi t}} \cdot\left\|c \varphi_{n}-\tilde{\varphi}_{n}\right\|+\sqrt{e}\left\|\psi_{\mu_{n}}\right\|_{\infty}
\end{aligned}
$$

and the proposition follows.
Corollary 5. The functions $\varphi_{n}(x)$ are uniformly bounded in $n \geq 1$ and $x \in D$.
More precisely, for $n \geq 1$ we have

$$
\begin{equation*}
\left\|\varphi_{n}\right\|_{\infty} \leq 3 \tag{10.2}
\end{equation*}
$$

Indeed, for $n \geq 7$ this follows from (10.1) when the right-hand side is estimated using Theorem 6, Lemma 3 and (5.10). For $n \leq 6$ it is a consequence of $\left\|\varphi_{n}\right\|_{\infty} \leq \sqrt{\frac{e \lambda_{n}}{\pi}}$ and $\lambda_{n} \leq \frac{n \pi}{2}$.

## 11. Numerical estimates

In this section we give numerical estimates for the eigenvalues $\lambda_{n}$ of the semigroup ( $P_{t}^{D}$ ) when $D=(-1,1)$. The following estimates hold true; the upper bounds are given in superscript and the lower bounds in subscript:

$$
\begin{array}{ll}
\lambda_{1}=1.157773883697_{58}^{92} & \lambda_{6}=9.032852690_{48557}^{50838} \\
\lambda_{2}=2.75475474221_{510}^{695} & \lambda_{7}=10.6022930996_{1113}^{3854}  \tag{11.1}\\
\lambda_{3}=4.31680106659_{303}^{758} & \lambda_{8}=12.1741182627_{2558}^{6185} \\
\lambda_{4}=5.8921474709_{3908}^{4751} & \lambda_{9}=13.744109059_{3907}^{4402} \\
\lambda_{5}=7.460175739_{39764}^{41122} & \lambda_{10}=15.3155549960_{2690}^{8382}
\end{array}
$$

This is the result of numerical computation of the eigenvalues of $900 \times 900$ matrices using Mathematica 6.01. Different methods are used for the upper and lower bounds, as is described below. For the introduction to the notions of the Green operator and the Green function, the reader is referred to e.g. [4]. The explicit formula for the Green function of the interval was first obtained by M. Riesz [39].
11.1. Upper bounds. For the upper bounds, we use the Rayleigh-Ritz method, see e.g. [44]. Let $G_{D}$ be the Green operator for $P_{t}^{D}$. Then $G_{D} \varphi_{n}=\frac{1}{\lambda_{n}} \varphi_{n}$. The following min-max variational characterization of eigenvalues of $G_{D}$ is well known, see e.g. [37]:

$$
\begin{equation*}
\frac{1}{\lambda_{n}}=\max \left\{\min _{f \in E} R(f): E \text { is } n \text {-dimensional subspace of } L^{2}(D)\right\} \tag{11.2}
\end{equation*}
$$

where $R(f)$ is the Rayleigh quotient for $G_{D}$,

$$
R(f)=\frac{\int_{-1}^{1} f(x) G_{D} f(x) d x}{\|f\|_{2}^{2}}
$$

Let $f_{n}, n=1,2, \ldots$, be a complete orthonormal system in $L^{2}(D)$, and let $E_{N}$ be the subspace spanned by $f_{n}, n=1,2, \ldots, N$. By replacing $L^{2}(D)$ by $E_{N}$ in (11.2), we clearly obtain the upper bound $\lambda_{n, N}^{+}$for $\lambda_{n}, n=1,2, \ldots, N$. On the other hand, $\left(\lambda_{n, N}^{+}\right)^{-1}$ is the $n$-th largest eigenvalue of the $N \times N$ matrix $A_{N}$ of coefficients $a_{m, n}$ of the operator $G_{D}$ in the basis $\left(f_{1}, f_{2}, \ldots, f_{N}\right)$ (note that $a_{m, n}$ do not depend on $N$ ).

The main difficulty is to find a convenient basis $f_{n}$ for which the approximations converge sufficiently fast, while the entries of $A_{N}$ can be computed explicitly.

For the sake of comparison, recall that analytical computation in [1] gives the upper bound $\frac{3 \pi}{8} \approx 1.178$. Our first attempt to use the Rayleigh-Ritz method for $\mathcal{A}_{D}$ instead of $G_{D}$, with $f_{n}(x)=\sin \left(\frac{n \pi}{2}(x+1)\right)$, resulted in relatively poor estimates. For example, for $N=1000$ the upper bound for the first eigenvalue is $\lambda_{1,1000} \approx 1.1579$, accurate up to third decimal place. A more efficient approach, described below, uses Legendre polynomials.

We begin with computation the values of the Green operator of the interval $(-1,1)$ on the polynomials $g_{n}(x)=x^{n}$. Recall that the Green function of the interval $D=(-1,1)$ for the Cauchy process is given by

$$
G_{D}(x, y)=\frac{1}{2 \pi} \int_{0}^{\frac{\left(1-x^{2}\right)\left(1-y^{2}\right)}{(x-y)^{2}}} \frac{d u}{\sqrt{u} \sqrt{u+1}}=\frac{1}{\pi} \log \frac{1-x y+\sqrt{1-x^{2}} \sqrt{1-y^{2}}}{|x-y|}
$$

where $x, y \in D$. Integrating by parts gives, after some simplification,

$$
\begin{aligned}
G_{D} g_{n}(y) & =\int_{-1}^{1} G_{D}(x, y) g_{n}(x) d x \\
& =\frac{1}{\pi} \frac{\sqrt{1-y^{2}}}{n+1} \mathrm{pv} \int_{-1}^{1} \frac{x^{n+1} d x}{\sqrt{1-x^{2}}(x-y)} \\
& =\frac{1}{\pi} \frac{\sqrt{1-y^{2}}}{n+1} \int_{-1}^{1} \frac{\left(x^{n+1}-y^{n+1}\right) d x}{\sqrt{1-x^{2}}(x-y)}+\frac{1}{\pi} \frac{\sqrt{1-y^{2}} y^{n+1}}{n+1} I(y)
\end{aligned}
$$

where

$$
I(y)=\operatorname{pv} \int_{-1}^{1} \frac{d x}{\sqrt{1-x^{2}}(x-y)}
$$

The indefinite integral is given by

$$
\frac{1}{\sqrt{1-y^{2}}} \log \frac{|x-y| \sqrt{1-y^{2}}}{2\left(1-x y+\sqrt{1-x^{2}} \sqrt{1-y^{2}}\right)}
$$

and therefore $I(y)=0$. Consequently, we have

$$
\begin{aligned}
G_{D} g_{n}(y) & =\frac{1}{\pi} \frac{\sqrt{1-y^{2}}}{n+1} \int_{-1}^{1} \frac{\left(x^{n+1}-y^{n+1}\right) d x}{\sqrt{1-x^{2}}(x-y)} \\
& =\frac{1}{\pi} \frac{\sqrt{1-y^{2}}}{n+1} \sum_{i=0}^{n} y^{n-i} \int_{-1}^{1} \frac{x^{i} d x}{\sqrt{1-x^{2}}} \\
& =\frac{1}{\sqrt{\pi}} \frac{\sqrt{1-y^{2}}}{n+1} \sum_{j=0}^{\left\lfloor\frac{n}{2}\right\rfloor} y^{n-2 j} \frac{\Gamma\left(j+\frac{1}{2}\right)}{\Gamma(j+1)} .
\end{aligned}
$$

Finally, for $m, n=0,1,2, \ldots$ such that $m+n$ is even we get

$$
\begin{aligned}
G_{m, n} & =\int_{-1}^{1} g_{m}(y) G_{D} g_{n}(y) d y \\
& =\frac{1}{n+1} \sum_{j=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\Gamma\left(j+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(j+1)} \int_{-1}^{1} \sqrt{1-y^{2}} y^{n+m-2 j} d y \\
& =\frac{1}{2(n+1)} \sum_{j=0}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\Gamma\left(j+\frac{1}{2}\right)}{\Gamma(j+1)} \frac{\Gamma\left(\frac{n+m+1}{2}-j\right)}{\Gamma\left(\frac{n+m}{2}+2-j\right)} .
\end{aligned}
$$

By simple induction, one can prove that in this case

$$
G_{m, n}=\left\{\begin{array}{l}
\frac{1}{m+n+2} \cdot \frac{\Gamma\left(\frac{m+1}{2}\right)}{\Gamma\left(\frac{m}{2}+1\right)} \cdot \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n}{2}+1\right)} \quad \text { for } m, n \text { even }  \tag{11.3}\\
\frac{1}{m+n+2} \cdot \frac{\Gamma\left(\frac{m}{2}+1\right)}{\Gamma\left(\frac{m+3}{2}\right)} \cdot \frac{\Gamma\left(\frac{n}{2}+1\right)}{\Gamma\left(\frac{n+3}{2}\right)} \quad \text { for } m, n \text { odd. }
\end{array}\right.
$$

If $m+n$ is odd, we obviously have $G_{m, n}=0$.
The Legendre polynomials are defined by

$$
f_{n}(x)=\sum_{i=0}^{\left\lfloor\frac{n}{2}\right\rfloor} c_{n, i} x^{n-2 i}
$$

where

$$
\begin{equation*}
c_{n, i}=\frac{(-1)^{i}(2 n-2 i)!}{2^{n} i!(n-i)!(n-2 i)!}=\frac{(-1)^{i} \Gamma(2 n-2 i+1)}{2^{n} i!\Gamma(n-i+1) \Gamma(n-2 i+1)}, \tag{11.4}
\end{equation*}
$$

form the orthogonal basis in $L^{2}(D)$. Therefore, we have

$$
\begin{equation*}
a_{m, n}=\int_{-1}^{1} f_{m}(y) G_{D} f_{n}(y) d y=\sum_{i=0}^{\left\lfloor\frac{m}{2}\right\rfloor} \sum_{j=0}^{\left\lfloor\frac{n}{2}\right\rfloor} c_{n, i} c_{m, j} G_{i, j} \tag{11.5}
\end{equation*}
$$

with $c_{n, i}$ and $G_{i, j}$ given by (11.3) and (11.4). The upper bound for $\lambda_{n}$ is $\lambda_{n, N}^{+}$, where $\left(\lambda_{n, N}^{+}\right)^{-1}$ is the $n$-th greatest eigenvalue of the $N \times N$ matrix $A_{N}=\left(a_{n, m}\right)$.
11.2. Lower bounds. To find the lower bounds to the eigenvalues of the problem (1.1)(1.3) for an interval $D=(-1,1)$ we apply the Weinstein-Aronszajn method of intermediate problems. More precisely, we use (with small changes in the notation) the method described in [23] (section The method), where the sloshing problem is considered. For more details, see [23] and the references therein.

The analytic function $\sin (z)=(\sin \xi \cosh \eta, \sinh \xi \cos \eta)$, where $z=\xi+i \eta$, transforms the semi-infinite strip $R=\left\{(\xi, \eta) \in \mathbf{R}^{2}:-\frac{\pi}{2} \leq \xi \leq \frac{\pi}{2}, \eta \geq 0\right\}$ onto the upper half-space $H=\left\{(x, y) \in \mathbf{R}^{2}: y \geq 0\right\}$. Let $u$ be a solution to the eigenproblem (1.1)-(1.3) with $D=(-1,1)$. Then the image $v(z)=u(\eta(z))$ of the function $u$ under $\eta$ is a solution to the following equivalent problem

$$
\begin{array}{ll}
\Delta v(\xi, \eta)=0 & -\frac{\pi}{2}<\xi<\frac{\pi}{2}, \eta>0 \\
\frac{\partial}{\partial \eta} v(\xi, 0)=-\lambda \cos \xi v(\xi, 0) & \frac{\pi}{2} \leq \xi \leq \frac{\pi}{2}, \eta=0 \\
v\left(-\frac{\pi}{2}, \eta\right)=v\left(\frac{\pi}{2}, \eta\right)=0 & \eta \geq 0 .
\end{array}
$$

For $f \in L^{2}\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ we denote by $A f$ (not to be confused with $\mathcal{A} f$ ) the normal derivative of the harmonic function agreeing with $f$ on $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ and vanishing on $\left\{-\frac{\pi}{2}, \frac{\pi}{2}\right\} \times[0, \infty)$ (this is an analogue of the Dirichlet-Neumann operator). Since $v(\xi, \eta)=\sin \left(k\left(\xi+\frac{\pi}{2}\right)\right) e^{-k \eta}$ satisfies (11.6) and (11.8), the eigenfunctions of $A$ are simply $g_{k}(\xi)=\sqrt{\frac{2}{\pi}} \sin \left(k\left(\xi+\frac{\pi}{2}\right)\right)$, and $A g_{k}=k g_{k}$.

We define the operator of multiplication by the function $\operatorname{sign} \xi \sqrt{1-\cos \xi}$

$$
(T f)(\xi)=\operatorname{sign} \xi \sqrt{1-\cos \xi} f(\xi), \quad f \in L^{2}\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)
$$

The problem (11.6)-(11.8) can be written in the operator form as

$$
\begin{equation*}
(A f)(\xi)=\lambda\left(1-T^{2}\right) f(\xi) \tag{11.9}
\end{equation*}
$$

Let $P_{N}$ be the orthogonal projection of $L^{2}(D)$ onto a linear subspace $E_{N}$ of $L^{2}(D)$ spanned by the first $N$ of the linearly dense set of functions $f_{1}, f_{2}, \ldots$. Then the eigenvalues $\lambda_{n, N}^{-}$of the spectral problem

$$
\begin{equation*}
A f=\lambda\left(1-T P_{N} T\right) f \tag{11.10}
\end{equation*}
$$

are lower bounds for the eigenvalues of (11.9) and consequently to the eigenvalues $\lambda_{n}$ of the problem (11.6)-(11.8). Roughly, this is because

$$
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x) T P_{N} T f(x) d x=\left\|P_{N} T f(x)\right\|_{2}^{2} \leq\|T f(x)\|_{2}^{2}=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x) T^{2} f(x) d x
$$

and so the Rayleigh quotient associated with (11.10) is dominated by the Rayleigh quotient for (11.9), namely

$$
\frac{\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x) A f(x) d x}{\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x)\left(1-T P_{N} T\right) f(x) d x} \leq \frac{\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x) A f(x) d x}{\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f(x)\left(1-T^{2}\right) f(x) d x}
$$

The problem (11.10) is called the intermediate problem. We will later choose $f_{n}$ so that each $T f_{n}$ is a linear combination of $g_{i}$, the eigenfunctions of $A$, say

$$
\begin{equation*}
T f_{n}=\sum_{i=1}^{K} c_{n, i} g_{i}, \quad n=1,2, \ldots, N \tag{11.11}
\end{equation*}
$$

where $K \geq N$. Let $C$ be the $N \times K$ matrix with entries $c_{n, i}$, and let $B$ be the $N \times N$ Gram matrix of the functions $f_{1}, \ldots, f_{N}$, i.e. the matrix with entries

$$
b_{m, n}=\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f_{m}(x) f_{n}(x) d x
$$

Finally, let $D$ be the $K \times K$ diagonal matrix of the first $K$ eigenvalues $1,2, \ldots, K$ of $A$. Note that for each $j>K$, the function $g_{j}$ is the solution of (11.10) with eigenvalue $\lambda=j$ (this is because $T g_{j}=0$ ). On the other hand, if $f$ is the linear combination of $g_{1}, g_{2}, \ldots, g_{K}$ with coefficients $\alpha=\left(\alpha_{1}, \ldots, \alpha_{K}\right)$, then $f$ satisfies (11.10) if and only if $\alpha$ is the solution to the $K \times K$ relative matrix eigenvalue problem,

$$
\begin{equation*}
D \alpha=\lambda\left(I-C^{T} B^{-1} C\right) \alpha . \tag{11.12}
\end{equation*}
$$

By arranging the eigenvalues of (11.12) and eigenvalues $K+1, K+2, \ldots$ in the nondecreasing order, we obtain the sequence of eigenvalues $\lambda_{n, N}^{-}$of the intermediate problem (11.10). As it was already noted, these are lower bounds for $\lambda_{n}$.

We define

$$
f_{n}(x)=2 \sqrt{1+\cos x} g_{n}(x)
$$

It follows that

$$
T f_{n}(x)=2 \sin x g_{n}(x)=(-1)^{n} g_{n-1}(x)+(-1)^{n+1} g_{n+1}(x),
$$

using the convention that $g_{0}(x)=0$. Consequently, $C$ is $N \times(N+1)$ matrix of the form

$$
C=\left(\begin{array}{cccccccc}
0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & \cdots & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & \cdots & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & (-1)^{N} & 0 \\
0 & 0 & 0 & 0 & \cdots & (-1)^{N} & 0 & (-1)^{N+1}
\end{array}\right) .
$$

The coefficients of the Gram matrix $B$ can be easily computed, and we have

$$
b_{m, n}=\frac{(-1)^{1+\frac{m+n}{2}} 32 m n}{\pi\left((m-n)^{2}-1\right)\left((m+n)^{2}-1\right)}+4 \delta_{m, n}
$$

whenever $m+n$ is even, and $b_{m, n}=0$ otherwise. Finally, the solutions of the spectral problem (11.12) are simply the inverses of the eigenvalues of the matrix $D^{-1}\left(I-C^{T} B^{-1} C\right)$. These numbers turn out to be less than $N+2$, therefore they form $\lambda_{n, N}^{-}, n=1,2, \ldots, N+1$.

## Appendix A. Estimates of $p_{t}-p_{t}^{D}$

Let $D=(0, \infty)$. Let $p_{t}(x, A)=\mathbf{P}_{x}\left(X_{t} \in A\right)$ for $A \subseteq \mathbf{R}$, and fix $x>0$. By the strong Markov property,

$$
2 \mathbf{P}_{x}\left(X_{t} \leq 0\right)=2 \mathbf{P}_{x}\left(X_{t} \in D^{c}\right)=\mathbf{E}_{x}\left(2 p_{t-\tau_{D}}\left(X\left(\tau_{D}\right), D^{c}\right) ; \tau_{D} \leq t\right)
$$

Since $2 p_{s}\left(y, D^{c}\right) \geq 1$ for $y \leq 0, s>0$, the right-hand side is bounded below by $\mathbf{P}_{x}\left(\tau_{D} \leq t\right)$. Therefore, for $t>0$ and $x>0$,

$$
\begin{equation*}
\mathbf{P}_{x}\left(\tau_{D} \leq t\right) \leq \frac{2}{\pi} \int_{-\infty}^{0} \frac{t}{t^{2}+(y-x)^{2}} d y=1-\frac{2}{\pi} \arctan \frac{x}{t} \leq \min \left(1, \frac{t}{x}\right) \tag{A.1}
\end{equation*}
$$

For $t>0, x, y \in D=(0, \infty)$, we have (see formula (2.9) in [1])

$$
\begin{aligned}
\frac{p_{t}(y-x)-p_{t}^{D}(x, y)}{t} & =\frac{1}{t} \mathbf{E}_{x}\left(p_{t-\tau_{D}}\left(y-X\left(\tau_{D}\right)\right) ; \tau_{D} \leq t\right) \\
& =\frac{1}{\pi t} \mathbf{E}_{x}\left(\frac{t-\tau_{D}}{\left(t-\tau_{D}\right)^{2}+\left(y-X\left(\tau_{D}\right)\right)^{2}} ; \tau_{D} \leq t\right) \\
& \leq \frac{1}{\pi y^{2}} \mathbf{P}_{x}\left(\tau_{D} \leq t\right) \leq \min \left(\frac{1}{\pi y^{2}}, \frac{t}{\pi x y^{2}}\right)
\end{aligned}
$$

By symmetry, also

$$
\frac{p_{t}(y-x)-p_{t}^{D}(x, y)}{t} \leq \min \left(\frac{1}{\pi x^{2}}, \frac{t}{\pi x^{2} y}\right)
$$

Since $p_{t}(y-x) \leq \frac{1}{\pi t}$, we conclude that

$$
\begin{equation*}
0 \leq \frac{p_{t}(y-x)-p_{t}^{D}(x, y)}{t} \leq \frac{1}{\pi} \min \left(\frac{1}{t^{2}}, \frac{1}{x^{2}}, \frac{1}{y^{2}}, \frac{t}{x^{2} y}, \frac{t}{x y^{2}}\right), \quad t, x, y>0 \tag{A.2}
\end{equation*}
$$

This estimate is used in Sections 2 and 3.

## Appendix B. Properties of $\eta$ and $B$

In Section 3, a function $\eta$ being the generalized Hilbert transform of $-\arctan t_{-}$is sought. More precisely, $\eta$ is the function satisfying $\eta(0)=0$ and

$$
\begin{equation*}
\eta^{\prime}(t)=\frac{1}{\pi} \mathrm{pv} \int_{-\infty}^{0} \frac{1}{(t-s)\left(1+s^{2}\right)} d s, \quad t \in \mathbf{R}, \tag{B.1}
\end{equation*}
$$

the integral being the Cauchy principal value when $t<0$. Observe that

$$
\begin{aligned}
\int \frac{1}{(t-s)\left(1+s^{2}\right)} d s & =\frac{1}{1+t^{2}} \int\left(\frac{s+t}{1+s^{2}}+\frac{1}{t-s}\right) d s \\
& =\frac{1}{1+t^{2}}\left(t \arctan s+\frac{1}{2} \log \left(1+s^{2}\right)-\log |t-s|\right)
\end{aligned}
$$

Hence we have

$$
\eta^{\prime}(t)=\frac{1}{\left(1+t^{2}\right)}\left(\frac{t}{2}-\frac{1}{\pi} \log |t|\right)
$$

and so

$$
\begin{equation*}
\eta(t)=\frac{\log \left(1+t^{2}\right)}{4}-\frac{1}{\pi} \int_{0}^{t} \frac{\log |s|}{1+s^{2}} d s, \quad t \in \mathbf{R} \tag{B.2}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\eta(-t)=-\eta(t)+\log \sqrt{1+t^{2}}, \quad t \in \mathbf{R} \tag{B.3}
\end{equation*}
$$

The integrals of $\frac{\log |s|}{1+s^{2}}$ over $(0, \infty)$ and over $(-\infty, 0)$ are zero (this follows by a substitution $u=\frac{1}{s}$ ), and the maximum and minimum, equal to the Catalan constant $\mathcal{C} \approx 0.916$ and to $-\mathcal{C}$ respectively, is attained at -1 and 1 . It follows that

$$
\begin{equation*}
\frac{1}{4} \log \left(1+t^{2}\right)-\frac{\mathcal{C}}{\pi} \leq \eta(t) \leq \frac{1}{4} \log \left(1+t^{2}\right)+\frac{\mathcal{C}}{\pi}, \quad t \in \mathbf{R} \tag{B.4}
\end{equation*}
$$

and in particular,

$$
\begin{equation*}
e^{\eta(t)} \sim \sqrt{|t|} \quad \text { as }|t| \rightarrow \infty \tag{B.5}
\end{equation*}
$$

On the other hand, by (B.1),

$$
\eta^{\prime}(t)=\frac{1}{\pi} \frac{d}{d t} \int_{-\infty}^{0} \frac{\log |t-s|}{1+s^{2}} d s
$$

and for $t=0$,

$$
\int_{-\infty}^{0} \frac{\log |s|}{1+s^{2}} d s=\left(\int_{0}^{1}+\int_{1}^{\infty}\right) \frac{\log s}{1+s^{2}} d s=\int_{0}^{1} \frac{\log s}{1+s^{2}} d s+\int_{0}^{1} \frac{-\log s}{1+s^{-2}} \frac{d s}{s^{2}}=0
$$

Therefore,

$$
\begin{equation*}
\eta(t)=\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log |t-s|}{1+s^{2}} d s, \quad t \in \mathbf{R} \tag{B.6}
\end{equation*}
$$

A related holomorphic function $B$ plays a major role in Sections 3-7. It is defined by

$$
\begin{equation*}
B(z)=\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (z-s)}{1+s^{2}} d s, \quad z \in \mathbf{C} \tag{B.7}
\end{equation*}
$$

Here we agree that $\log (z)=\log |z|+i \frac{\pi}{2}$ for $z \in(-\infty, 0]$, i.e. $\log$ (and therefore also $B$ ) is continuous on $(-\infty, 0]$ when approached from $\mathbf{C}_{+}$, but not from $\mathbf{C}_{-}$; see also Section 4. The function $\operatorname{Re} B(z)$ is harmonic in $\mathbf{C} \backslash(-\infty, 0]$, continuous in whole $\mathbf{C}$ and $\operatorname{Re} B(t)=\eta(t)$ for $t \in \mathbf{R}$. For $z \in \mathbf{C}$, we have

$$
\operatorname{Re} B(z)=\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log |z-s|}{1+s^{2}} d s \leq \frac{1}{\pi} \int_{-\infty}^{0} \frac{\log (|z|-s)}{1+s^{2}} d s=\eta(|z|)
$$

and in a similar manner

$$
\operatorname{Re} B(z)=\frac{1}{\pi} \int_{-\infty}^{0} \frac{\log |z-s|}{1+s^{2}} d s \geq \frac{1}{\pi} \int_{-\infty}^{0} \frac{\log |-|z|-s|}{1+s^{2}} d s=\eta(-|z|)
$$

By (B.4),

$$
\begin{equation*}
\frac{1}{4} \log \left(1+|z|^{2}\right)-\frac{\mathcal{C}}{\pi} \leq \operatorname{Re} B(z) \leq \frac{1}{4} \log \left(1+|z|^{2}\right)+\frac{\mathcal{C}}{\pi}, \quad z \in \mathbf{C} \tag{B.8}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left|e^{B(z)}\right| \sim \sqrt{|z|} \quad \text { as }|z| \rightarrow \infty \tag{B.9}
\end{equation*}
$$

This estimates are used in Section 3 and in Section 7 in contour integration. We also have $\operatorname{Im} B(t)=\arctan t_{-}$; this can be shown directly, or using the first part of this section as follows. The function $\operatorname{Re} B^{\prime}(t)=\eta^{\prime}(t)$ is the Hilbert transform of $\left(-\arctan t_{-}\right)^{\prime}$, and at the same time $\operatorname{Re} B^{\prime}(t)$ is the Hilbert transform of $-\operatorname{Im} B^{\prime}(t)$, hence $\operatorname{Im} B^{\prime}(t)=\left(\arctan t_{-}\right)^{\prime}$. Since $\operatorname{Im} B(0)=0=\arctan 0_{-}$, we conclude that $\operatorname{Im} B(t)=\arctan t_{-}$.

The following auxiliary computations related to the functions $\eta$ and $B$ are used in Sections 3 and 5 . We have

$$
\int \frac{\frac{\pi}{2}-\arctan s}{1+s^{2}} d s=\frac{\pi}{2} \arctan s-\frac{1}{2}(\arctan s)^{2}
$$

so that

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\infty} \frac{\frac{\pi}{2}-\arctan s}{1+s^{2}} d s=\frac{\pi}{8} \tag{B.10}
\end{equation*}
$$

By a substitution $s=\frac{1}{\tan t}$,

$$
\int_{0}^{\infty} \frac{\log \left(1+s^{2}\right)}{1+s^{2}} d s=-2 \int_{0}^{\frac{\pi}{2}} \log \sin t d t
$$

We have

$$
\begin{aligned}
2 \int_{0}^{\frac{\pi}{2}} \log \sin t d t & =\int_{0}^{\frac{\pi}{2}} \log \sin t d t+\int_{0}^{\frac{\pi}{2}} \log \cos t d t=\int_{0}^{\frac{\pi}{2}} \log \sin (2 t) d t-\frac{\pi \log 2}{2} \\
& =\frac{1}{2} \int_{0}^{\pi} \log \sin u d u-\frac{\pi \log 2}{2}=\int_{0}^{\frac{\pi}{2}} \log \sin u d u-\frac{\pi \log 2}{2}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\infty} \frac{\log \left(1+s^{2}\right)}{1+s^{2}} d s=\log 2 \tag{B.11}
\end{equation*}
$$

Whenever $a>-1$ and $b>\frac{1+a}{2}$, we have by a substitution $1+t^{2}=\frac{1}{s}$ and a formula for the beta integral,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{t^{a}}{\left(1+t^{2}\right)^{b}} d t=\frac{1}{2} \int_{0}^{1}(1-s)^{\frac{a-1}{2}} s^{b-\frac{a+3}{2}} d s=\frac{\Gamma\left(\frac{a+1}{2}\right) \Gamma\left(b-\frac{a+1}{2}\right)}{2 \Gamma(b)} \tag{B.12}
\end{equation*}
$$

Also, by integration by parts and $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1-e^{-t x}}{t^{3 / 2}} d t=2 x \int_{0}^{\infty} \frac{e^{-t x}}{\sqrt{t}} d t=2 \sqrt{\pi x}, \quad x>0 \tag{B.13}
\end{equation*}
$$

## Appendix C. Estimates for the generator on a piecewise smooth function

The following estimates are used in Section 8. Define an auxiliary piecewise $C^{2}$ function:

$$
q(x)= \begin{cases}0 & \text { for } x \in\left(-\infty,-\frac{1}{3}\right)  \tag{C.1}\\ \frac{9}{2}\left(x+\frac{1}{3}\right)^{2} & \text { for } x \in\left(-\frac{1}{3}, 0\right) \\ 1-\frac{9}{2}\left(x-\frac{1}{3}\right)^{2} & \text { for } x \in\left(0, \frac{1}{3}\right) \\ 1 & \text { for } x \in\left(\frac{1}{3}, \infty\right)\end{cases}
$$

Note that $q(x)+q(-x)=1$. Let $f$ be a piecewise $C^{2}$ function on $\mathbf{R}$ and let $g(x)=q(x) f(x)$. Suppose that $g$ has a compact support. We estimate $\mathcal{A} g(x)$ for $x \in(-1,0)$.

Choose $M_{0}, M_{1}$ and $M_{2}$ so that $|f(x)| \leq M_{0},\left|f^{\prime}(x)\right| \leq M_{1},\left|f^{\prime \prime}(x)\right| \leq M_{2}$ for $x \in\left(-\frac{1}{3}, \frac{1}{3}\right)$. Let $I=\int_{0}^{\infty}|f(x)| d x$. Then

$$
\left|g^{\prime \prime}(x)\right| \leq M_{0}\left|q^{\prime \prime}(x)\right|+2 M_{1}\left|q^{\prime}(x)\right|+M_{2}|q(x)| \leq 9 M_{0}+6 M_{1}+M_{2} .
$$

If $z \in\left(-1,-\frac{1}{3}\right.$ ), then $g(z)=0$, and so $\mathcal{A} g(z)$ is estimated (up to the factor $\frac{1}{\pi}$ ) by

$$
\int_{-\frac{1}{3}}^{\infty} \frac{|g(x)|}{(x-z)^{2}} d x \leq M_{0} \int_{-\frac{1}{3}}^{\frac{1}{3}} \frac{q(x)}{(x-z)^{2}} d x+\frac{9}{4} \int_{\frac{1}{3}}^{\infty}|f(x)| d x \leq 3 M_{0}+\frac{9 I}{4}
$$

here we used $\frac{q(x)}{(x-z)^{2}} \leq \frac{9}{2}$ for $x \in\left(-\frac{1}{3}, \frac{1}{3}\right)$ in the second inequality. For $z \in\left(-\frac{1}{3}, 0\right)$ the principal value integral in the definition of $\mathcal{A}$ can be estimated by splitting it into two parts. By Taylor's expansion of $g$, we have

$$
\begin{aligned}
\left|\operatorname{pv} \int_{z-\frac{1}{3}}^{z+\frac{1}{3}} \frac{g(x)-g(z)}{(x-z)^{2}} d x\right| & \leq \frac{2}{3} \cdot \frac{1}{2} \sup \left\{\left|g^{\prime \prime}(x)\right|: x \in\left(z-\frac{1}{3}, z+\frac{1}{3}\right)\right\} \\
& \leq \frac{1}{3} \sup \left\{\left|g^{\prime \prime}(x)\right|: x \in\left(-\frac{1}{3}, \frac{1}{3}\right)\right\} \leq 3 M_{0}+2 M_{1}+\frac{2 M_{2}}{3}
\end{aligned}
$$

for the second inequality note that $g^{\prime \prime}(x)=0$ for $x<-\frac{1}{3}$. Furthermore,

$$
\begin{aligned}
& \left|\left(\int_{-\infty}^{z-\frac{1}{3}}+\int_{z+\frac{1}{3}}^{\infty}\right) \frac{g(x)-g(z)}{(x-z)^{2}} d x\right| \\
& \leq|g(z)|\left(\int_{-\infty}^{z-\frac{1}{3}}+\int_{z+\frac{1}{3}}^{\infty}\right) \frac{1}{(x-z)^{2}} d x+9 \int_{z+\frac{1}{3}}^{\infty}|f(x)| d x \leq 6 M_{0}+9 I .
\end{aligned}
$$

We conclude that

$$
\begin{array}{ll}
|\mathcal{A} g(z)| \leq \frac{3 M_{0}+\frac{9}{4} I}{\pi}, & z \in\left(-1,-\frac{1}{3}\right) \\
|\mathcal{A} g(z)| \leq \frac{9 M_{0}+2 M_{1}+\frac{2}{3} M_{2}+9 I}{\pi}, & z \in\left(-\frac{1}{3}, 0\right)
\end{array}
$$

Acknowledgments. The authors thank Nikolay Kuznetsov for pointing out the similarity of the spectral problem considered in this article and the sloshing problem.

## References

[1] R. Bañuelos and T. Kulczycki, 'The Cauchy process and the Steklov problem', J. Funct. Anal. 211(2) (2004) 355-423.
[2] R. BaÑuelos and T. Kulczycki, 'Spectral gap for the Cauchy process on convex symmetric domains', Comm. Partial Diff. Equations 31 (2006) 1841-1878.
[3] R. Bañuelos and T. Kulczycki, 'Trace estimates for stable processes', Probab. Theory Relat. Fields 142 (2009) 313-338.
[4] R. M. Blumenthal and R. K. Getoor, Markov Processes and Potential Theory (Academic Press, Reading, MA, 1968).
[5] R. M. Blumenthal and R. K. Getoor, 'The asymptotic distribution of the eigenvalues for a class of Markov operators', Pacific J. Math. 9(2) (1959) 399-408.
[6] R. M. Blumenthal, R. K. Getoor and D. B. Ray, 'On the distribution of first hits for the symmetric stable processes', Trans. Amer. Math. Soc. 99 (1961) 540-554.
[7] K. Bogdan and T. Byczkowski, 'Potential theory for the $\alpha$-stable Schrödinger operator on bounded Lipschitz domains', Studia Math. 133(1) (1999) 53-92.
[8] K. Bogdan and T. Grzywny, 'Heat kernel of fractional Laplacian in cones', Preprint, 2008. Available online at http://arxiv.org/abs/0903.2269
[9] K. Bogdan, T. Grzywny and M. Ryznar, 'Heat kernel estimates for the fractional Laplacian', Preprint, 2009. Available online at http://arxiv.org/abs/0905.2626
[10] T. Byczkowski, J. Mafecki and M. Ryznar, 'Bessel potentials, hitting distributions and Green functions', Trans. Amer. Math. Soc. 361 (2009) 4871-4900.
[11] T. Byczkowski, J. MaŁecki and M. Ryznar, 'Hitting half-spaces by Bessel-Brownian diffusions', Preprint, 2009. Available online at http://arxiv.org/abs/0904.1803
[12] A. Chakrabarti, B. N. Mandal and Rupanwita Gayen 'The dock problem revisited', Int. J. Math. Math. Sci. 2005, no. 21 3459-3470.
[13] Z.Q. Chen, P. Kim and R. Song, 'Heat kernel estimates for Dirichlet fractional Laplacian', To appear in J. Eur. Math. Soc.
[14] Z.Q. Chen and R. Song, 'Intrinsic ultracontractivity and conditional gauge for symmetric stable processes', J. Funct. Anal. 150(1) (1997) 204-239.
[15] Z.Q. Chen and R. Song, 'Two sided eigenvalue estimates for subordinate Brownian motion in bounded domains', J. Funct. Anal. 226 (2005) 90-113.
[16] Z.Q. Chen and R. Song, 'Continuity of eigenvalues of subordinate processes in domains', Math. Z. 252 (2006) 71-89.
[17] R. D. DeBlassie, 'The first exit time of a two-dimensional symmetric stable process from a wedge', Ann. Probab. 18 (1990) 1034-1070.
[18] R. D. DeBlassie, 'Higher order PDE's and symmetric stable processes', Probab. Theory Related Fields 129 (2004) 495-536.
[19] R. D. DeBlassie and P. J. Méndez-Hernández, ' $\alpha$-continuity properties of the symmetric $\alpha$-stable process', Trans. Amer. Math. Soc. 359 (2007) 2343-2359.
[20] P. Duren, Theory of $H^{p}$ spaces (Academic Press, New York, 1970).
[21] E.B. Dynkin, Markov processes, Vols. I and II (Springer-Verlag, Berlin-Götingen-Heidelberg, 1965).
[22] K.O. Friedrichs and H. Lewy, 'The dock problem', Commun. Pure Appl. Math. 1 (1948) 135-148.
[23] D. W. Fox and J. R. Kuttler, 'Sloshing frequencies', Z. Angew. Math. Phys. 34 (1983) 668-696.
[24] R. K. Getoor, 'Markov operators and their associated semi-groups', Pacific J. Math. 9 (1959) 449-472.
[25] I. S. Gradstein and I. M. Ryzhik, Table of Integrals, Series, and Products (eds A. Jeffrey and D. Zwillinger), seventh edition (Academic Press, 2007).
[26] R.L. Holford, 'Short surface waves in the presence of a finite dock. I, II', Proc. Cambridge Philos. Soc. 60 (1964) 957-983, 985-1011.
[27] N. Ikeda and S. Watanabe, 'On some relations between the harmonic measure and the Lévy measure for a certain class of Markov processes', Probab. Theory Related Fields 114 (1962) 207-227.
[28] F. B. Knight, 'Random walks and a sojourn density process of Brownian motion', Trans. Amer. Math. Soc. 109 (1963) 56-86.
[29] V. Kozlov and N. G. Kuznetsov, 'The ice-fishing problem: the fundamental sloshing frequency versus geometry of holes', Math. Meth. Appl. Sci. 27 (2004) 289-312.
[30] T. Kulczycki, 'Intrinsic ultracontractivity for symmetric stable processes', Bull. Polish Acad. Sci. Math. 46(3) (1998) 325-334.
[31] M. Kwaśnicki, 'Spectral gap estimate for stable processes on arbitrary bounded open sets', Probab. Math. Statist. 28(1) (2008) 163-167.
[32] M. Kwaśnicki, 'Eigenvalues of the Cauchy process on an interval have at most double multiplicity', To appear in Semigroup Forum.
[33] P. J. Méndez-Hernández, 'Exit times from cones in $\mathbf{R}^{n}$ of symmetric stable processes', Illinois J. Math. 46 (2002) 155-163.
[34] S. A. Molchanov and E. Ostrowski, 'Symmetric stable processes as traces of degenerate diffusion processes', Theor. Prob. Appl. 14(1) (1969) 128-131.
[35] T. Poerschke, G. Stolz and J. Weidmann, 'Expansions in generalized eigenfunctions of selfadjoint operators', Math. Z. 202(3) (1989) 397-408.
[36] D. B. Ray, 'Sojourn times of a diffusion process', Illinois J. Math. 7 (1963) 615-630.
[37] M. Reed and B. Simon, Methods of modern mathematical physics. Vol. 4, Analysis of operators (Academic Press, New York, 1978).
[38] D. Revuz and M. Yor, Continuous Martingales and Brownian Motion (Springer, New York, 1999).
[39] M. Riesz, 'Intégrales de Riemann-Liouville et potentiels', Acta Sci. Math. Szeged 1938.
[40] K. Sato, Lévy processes and infinitely divisible distributions (Cambridge Univ. Press, Cambridge, 1999).
[41] B. Simon, 'Schrödinger semigroups', Bull. Amer. Math. Soc., New Ser. 7(3) (1982) 447-526.
[42] F. Spitzer, 'Some theorems concerning 2-dimensional Brownian motion', Trans. Amer. Math. Soc. 87 (1958) 187-197.
[43] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Mathematical Series, vol. 43 (Princeton University Press, Princeton, NJ, 1993).
[44] M. M. Vainberg, Variational method and method of monotone operators in the theory of nonlinear equations (Wiley, New York, 1973).

Tadeusz Kulczycki, Institute of Mathematics, Polish Academy of Sciences, ul. Kopernika 18, 51-617 Wroclaw, Poland and Institute of Mathematics and Computer Science, Wroceaw University of Technology, ul. Wybrzeże Wyspiańskiego 27, 50-370 Wroceaw, Poland

E-mail address: tkulczycki@impan.pan.wroc.pl
Mateusz Kwaśnicki, Institute of Mathematics and Computer Science, WrocŁaw University of Technology, ul. Wybrzeże Wyspiańskiego 27, 50-370 Wroceaw, Poland

E-mail address: mateusz.kwasnicki@pwr.wroc.pl
Jacek Ma£ecki, Institute of Mathematics and Computer Science, Wroceaw University of Technology, ul. Wybrzeże Wyspiańskiego 27, 50-370 Wroceaw, Poland

E-mail address: jacek.malecki@pwr.wroc.pl
Andrzej Stos, Laboratoire de Mathématiques, Université Clermont-Ferrand II, Campus des Cézeaux, 24 av. des Landais, 63177 Aubière Cedex, France

E-mail address: stos@math.univ-bpclermont.fr


[^0]:    2000 Mathematics Subject Classification. 60G52, 35J25, 35P05.
    The work was supported by the Polish Ministry of Science and Higher Education grant no. N N201 373136.

